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Abstract: In this paper, we establish an estimate for the solutions of small-divisor equation of higher
order with large variable coefficients. Then by formulating an infinite dimensional KAM theorem
which allows for multiple normal frequencies and unbounded perturbations, we prove that there are
many periodic solutions for the coupled KdV equation subject to small Hamiltonian perturbations.

1 Introduction and main results
Consider a nearly integrable Hamiltonian of infinite dimension

H =
ι

∑
j=1

ω jy j + ∑
j≥1

Ω jz j z̄ j + εR(x,y,z, z̄), (x,y,z, z̄) ∈ (Cι/2πZι)×Cι × `a,p× `a,p, (1.1)

where 1≤ ι < ∞, and `a,p (a≥ 0, p≥ 0) is the Hilbert space of all complex sequences z = (z j : j≥ 1)
satisfying

||z||2a,p = ∑
j≥1
|z j|2 j2pe2a j < ∞.

Let O be a neighbourhood of Tι ×{y = 0}×{z = 0}×{z̄ = 0} in (Cι/2πZι)×Cι × `a,p× `a,p,
here Tι = Rι/2πZι is the usual ι-torus. Assume the vector field XR of R satisfies:

XR : O → (Cι/2πZι)×Cι × `a,p̄× `a,p̄,

we call R a bounded perturbation if p̄ ≥ p, and unbounded one if p̄ < p. The KAM (Kolmogorov-
Arnold-Moser) theory for Hamiltonian H with bounded perturbations has been deeply investigated
by Kuksin [10], Wayne [18], Bourgain [4], Eliasson and Kuksin [7] among others. There are too
many references to list all of them. Concerning the KAM theory for Hamiltonian H with unbounded
perturbations, the only previous result is due to Kuksin [12]. In order to obtain KAM tori for (1.1)
with unbounded perturbations, Kuksin [11], [12] initiated the study of the first order differential
equation on an ι-dimensional torus

−iω ·∂φ u(φ)+λu(φ)+b(φ)u(φ) = f (φ), i2 =−1, φ ∈ Tι , (1.2)

where u(φ) : Tι → C is the unknown function, while b(φ), f (φ) : Tι → C are known functions,
being analytic in the complex s-vicinity of Tι :

Tι
s := {φ ∈ Cι/2πZι : |Imφ |< s}, s > 0.
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This is one of the basic homological equations in establishing the KAM theory for infinite dimen-
sional Hamiltonian with unbounded perturbations. Since (1.2) is a scalar equation, it is easy to show
that for most values of the vector ω the solution u(φ) is bounded by

Const. e|b|s | f |s, (1.3)

where the constant depends on λ and ω , and | · |s is the sup-norm in Tι
s. When KAM theory applies to

problems from PDEs (partial differential equations), such as the KdV (Korteweg-de Vries) equation
with Hamiltonian perturbations, we often get |b|s À 1, so the bound (1.3) becomes non-satisfactory.
It was proved by Kuksin in [11], [12] that if |λ | À |b|s, then the large factor e|b|s may be removed
form (1.3). The basic idea due to Kuksin [11], [12] is as follows:

Approximating ω by a rational vector ω̃ ∈Qι with periodic T , that is, ω̃ = 2π
T k with k ∈ Zι , and

replacing the term −iω ·∂φ u(φ) by −iω̃ ·∂φ u(φ), then the solution of (1.2) can be expressed by an
oscillatory integral

u(φ) = ηT

∫ T

0
eiλ z+iB(φ+zω̃)−iB(φ) f (φ + zω̃)dz, (1.4)

where ηT = i
eiλT−1

, and B fulfills ω · ∂φ B(φ) = b(φ) and 1
(2π)ι

∫
Tι B(φ)dφ = 0. Using a technique

from harmonic analysis to (1.4), Kuksin [11], [12] really removed the factor e|b|s from (1.3). Nowa-
days, the result has been called Kuksin’s Lemma. See [2], [8] and [13]. The derivation of formula
(1.4) profits from the fact that (1.2) is scalar, or, the unknown function u(φ) is of dimension 1. In
order to guarantee that (1.2) is scalar, one needs to assume that the normal frequency Ω j is simple,
that is, the multiplicity of Ω j is 1. For the KdV equation subject to periodic boundary conditions,
the normal frequency Ω j = j3 is exactly simple. However, there are many PDEs, for example, the
coupled KdV equation subject to periodic boundary conditions, such that Ω j is not simple. In this
case, (1.2) becomes an n-order differential equation where n > 1 is the multiplicity of Ω j. There-
fore, it is difficult to express u(φ) by an oscillatory integral like (1.4). In the present paper, we make
an attempt to generalize Kuksin’s Lemma to n-order differential equation using a modified method
from [20]. More exactly, we have the following theorem:

Theorem 1.1 Given real constants a, b > 0, 0 < ε ¿ 1 with b− a > ε , and λ ∈ R with |λ | > 1.
Consider the first order differential equation

−iω
d

dφ
W +λW +BW = R, (1.5)

where W is the unknown function. Assume the following conditions are fulfilled:
(1) The known functions B and R depend on both the variables1 φ ∈Ts and the parameter ω ∈ [a,b],

B(φ ,ω) : Ts× [a,b]→ Cn×n, R(φ ;ω) : Ts× [a,b]→ Cn

are analytic in φ ∈ Ts and continuously differentiable with respect to ω in Whitney’s sense.
(2) B(φ ;ω) is real for real argument, i.e. B(T× [a,b])⊂ Rn×n and possesses the symmetry:

BT (φ ;ω) = B(φ ;ω), ∀ (φ ;ω) ∈ T× [a,b], (1.6)

here T means the transpose of matrix.
(3) There exists 0 < θ < 1 such that2

|B|s,1 := ∑
k∈Z

|B̂(k)| |k|e|k|s ≤ ε|λ |θ , (1.7)

1We shorten T1, T1
s as T, Ts respectively.

2For a vector or a matrix of finite order, by | · | denote Euclidean norm and by | · |s sup-norm in Ts.
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|B|Ls,1 := ∑
k∈Z

|∂ω B̂(k)| |k|e|k|s ≤ ε
1
3 |λ |θ , (1.8)

where B̂(k) is the k-th Fourier coefficient of B.
(4) |R|s = supφ∈Ts

|R(φ)|< 1.
Then there is a subset Ω⊂ [a,b] with3

Meas(Ω) > (b−a)(1− s|λ |2θ−1), (1.9)

and a function W (φ ;ω) : Ts×Ω→ Cn solving (1.5) approximately in the following sense:

|W |s−σ ≤ C

sσ 1
2 |λ |θ

|R|s, (1.10)

|− iω
d

dφ
W +λW +BW −R|s−2σ ≤ Cε

sσ
|R|

9
5
s , (1.11)

|∂ωW (ω)|s−3σ ≤ C

sσ 3
2 |λ |θ

(|∂ω R|s +
Cε

1
3

sσ 3
2
|R|s

)
, (1.12)

|∂ω(−iω
d

dφ
W +λW +BW −R)|s−4σ ≤

( 8
σ
|∂ω R|2s +

Cε
1
3

sσ
|R|

9
5
s +

Cε
sσ2 |R|

9
10
s

(|∂ω R|s +
Cε

1
3

sσ 3
2
|R|s

))
,

(1.13)
for 0 < σ = s/10, where C(a,b,n) = 160(1+e)2n

(b−a) .

Remark 1.1: Note that in the m-th KAM iteration, |R|s = O(εm). By (1.11), we have

|− iω
d

dφ
W +λW +BW −R|s−2σ = O(εκ

m) (1.14)

with some κ > 1. Therefore, the estimate in (1.11) is sufficient in KAM iteration, though W is an
approximate solution instead of exact one.

Using Theorem 1.1, we can establish a KAM theorem in an infinite dimensional setting which
can be applied to the coupled KdV equation subject to periodic boundary conditions. We start by
introducing some notations:
For j ∈ Z+ := {1,2, · · ·}, let d j ∈ Z+ be positive integers. Given a ≥ 0, p ≥ 0, we consider the
Hilbert space given by

Z a,p = {z = (z j : j ≥ 1) : z j = (z1
j , · · · ,z

d j
j ) ∈ Cd j , ||z||a,p < ∞},

where the norm || · ||a,p is defined by 4

||z||2a,p = ∑
j≥1
|z j|2 j2pe2a j = ∑

j≥1

( d j

∑
l=1
|zl

j|2
)

j2pe2a j.

Denote by L (Z a,p,Z a,q) the set of all bounded linear operators from Z a,p to Z a,q and by || · ||p,q
the operator norm. Then we introduce the phase space

Pa,p = (C/2πZ)×C×Z a,p×Z a,p.

3Here ’Meas’ means Lebesgue measure.
4Of course, we can regard Z a,p as `a,p.
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We endow Pa,p with a symplectic structure

dx∧dy+ i ∑
j≥1

dz j ∧dz̄ j = dx∧dy+ i ∑
j≥1

d j

∑
l=1

dzl
j ∧dz̄l

j, (x,y,z, z̄) ∈Pa,p.

Let
T0 := T×{y = 0}×{z = 0}×{z̄ = 0}

be a torus in Pa,p. For positive numbers r,s, we introduce complex neighbourhoods of T0 in Pa,p

D(s,r) = {(x,y,z, z̄) ∈Pa,p : |Imx|< s, |y|< r2, ||z||a,p < r, ||z̄||a,p < r},

Dℜ(s,r) = {(x,y,z, z̄) ∈ D(s,r) : x,y ∈ R}.
Note that x,y are real but z, z̄ are still complex in Dℜ(s,r). For r̃ > 0 we define the weighted phase
norms for W = (x,y,z, z̄) ∈Pa,p:

||W ||r̃,p = |x|+ 1
r̃2 |y|+

1
r̃
||z||a,p +

1
r̃
||z̄||a,p.

Finally, we denote by Π a given compact set in R with positive Lebesgue measure, and ξ ∈ Π the
parameter. And for a map W : D(s,r)×Π→Pa,p, let

||W ||r̃,p;D(s,r)×Π := sup
(w,ξ )∈D(s,r)×Π

||W (w,ξ )||r̃,p,

||W ||Lr̃,p;D(s,r)×Π := sup
(w,ξ )∈D(s,r)×Π

||∂ξW (w,ξ )||r̃,p,

where ∂ξ is the derivative with respect to ξ in Whitney’s sense. Recall that for s̃ > 0 the complex
s̃-vicinity of T:

Ts̃ = {x ∈ C/2πZ : |Imx|< s̃}.
Then for a function f : Ts̃×Π→ Cn we define

| f |Ts̃×Π := sup
(x;ξ )∈Ts̃×Π

| f (x;ξ )|, | f |LTs̃×Π := sup
(x;ξ )∈Ts̃×Π

|∂ξ f (x;ξ )|,

for functions that take values in other spaces (in what follows Z a,p or L (Z a,p,Z a,q)), the notations
are defined similarly. For two vectors g,h of order ι with 1≤ ι ≤ ∞, we write 〈g,h〉= ∑ι

j=1 g jh j.
Consider an infinite dimensional Hamiltonian in the parameter dependent normal form

N = ω(ξ )y+ ∑
j≥1

λ j〈z j, z̄ j〉+ ∑
j≥1
〈B j j(x;ξ )z j, z̄ j〉, (1.15)

here ξ ∈ Π is the parameter, λ j is real and independent of ξ while B j j(x;ξ ) may depend on x and
ξ , and B j j(x;ξ ) is a d j×d j self-adjoint matrix for (x;ξ ) ∈ T×Π. For each ξ ∈Π, the Hamiltonian
equations of motion for N, i.e.

dx
dt

= ω,
dy
dt

= 0,
dz j

dt
= i(λ jEd j +B j j)z j,

dz̄ j

dt
=−i(λ jEd j +B j j)z̄ j (1.16)

admit a special solution x = ωt, y = 0, z = 0, z̄ = 0 corresponding to an invariant torus in Pa,p,
where Ed j is the unit matrix of order d j.
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Now we study the perturbed Hamiltonian

H = N +P = ω(ξ )y+ ∑
j≥1

λ j〈z j, z̄ j〉+ ∑
j≥1
〈B j j(x;ξ )z j, z̄ j〉+P(x,y,z, z̄;ξ ). (1.17)

Our goal is that, for most values ξ ∈ Π (in Lebesgue measure sense), the Hamiltonian H = N + P
still admits an invariant torus provided ||XP|| is sufficiently small. To this end we need the following
assumptions:

Assumption A: (Frequency Asymptotics). There exist d̄ ∈ Z+ and d > 1 such that d j ≤ d̄ for all j,
and the behavior of λ j’s is as follows:

|λi−λ j| ≥C|i− j|(id−1 + jd−1), (1.18)

for all i 6= j ≥ 0 with some constant C > 0. Here λ0 = 0.

Assumption B: B(x;ξ ) = diag(B j j(x;ξ ) : j ≥ 1) satisfies the following conditions:
(1) Reality condition.

BT
j j(x;ξ ) = B j j(x;ξ ) ∈ Rd j×d j , (x;ξ ) ∈ T×Π. (1.19)

(2) Finiteness of Fourier modes (we will give K0 in the following).

B j j(x;ξ ) = ∑
|k|≤K0

B̂ j j(k;ξ )eikx. (1.20)

(3) Boundedness.
||B(x,ξ )||p,q;Ts×Π ≤ ε, ||B(x,ξ )||Lp,q;Ts×Π ≤ ε

1
3 . (1.21)

Assumption C (Non-degeneracy).

0 < C1 ≤ |dω(ξ )
dξ

| ≤C2, ∀ ξ ∈Π. (1.22)

This assumption enables us to regard ω instead of ξ as a parameter.

Assumption D: (Regularity). Let s,r be given positive constants. Assume the perturbation term
P(x,y,z, z̄;ξ ) which is defined on the domain D(s,r)×Π is analytic in the space coordinates and
continuously differentiable in ξ ∈ Π, as well as, for each ξ ∈ Π its Hamiltonian vector field XP :=
(∂yP,−∂xP, i∂zP,−i∂z̄P) defines a analytic map

XP : D(s,r)⊂Pa,p →Pa,q,

where q ≥ 0 satisfies p−q < d−1. Moreover, XP is continuously differentiable in ξ ∈ Π. Without
loss of generality, we may also assume that δ ≥ 0 is chosen so that

p−q≤ δ < d−1. (1.23)

Assumption E: (Reality). For any (x,y,z, z̄;ξ ) ∈ Dℜ(s,r)×Π, the perturbation P is real, that is,

P(x,y,z, z̄;ξ ) = P(x,y,z, z̄;ξ ), (x,y,z, z̄;ξ ) ∈ Dℜ(s,r)×Π, (1.24)

where the bar means complex conjugate.
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Theorem 1.2 (KAM Theory) Suppose H = N + P satisfies Assumptions A-E and smallness as-
sumption:

||XP||r,q;D(s,r)×Π < ε, ||XP||Lr,q;D(s,r)×Π < ε1/3. (1.25)

Then there is a sufficiently small ε∗ > 0, such that for 0 < ε < ε∗, there is a subset Πε ⊂Π with

Meas Πε ≥ (Meas Π)(1−O(ε)),

and there are a family of torus embeddings Φ : T×Πε → Pa,p and a map ω∗ : Πε → R, where
Φ(·,ξ ) and ω∗(ξ ) is continuously differentiable in ξ ∈ Πε , such that for each ξ ∈ Πε the map Φ
restricted to T×{ξ} is analytic embedding of a rotational torus with frequencies ω∗(ξ ) for the
Hamiltonian H at ξ . In other words,

t 7→Φ(x+ tω), t ∈ R
is a real analytic, periodic solution for the Hamiltonian H for every x ∈ T and ξ ∈Πε .
Each embedding is real analytic on T×{ξ}, and the following estimates

||Φ(x;ξ )−Φ0(x;ξ )||r,p ≤Cε, ||∂ξ (Φ(x;ξ )−Φ0(x;ξ ))||r,p ≤Cε1/3,

|ω∗(ξ )−ω(ξ )| ≤Cε, |∂ξ (ω∗(ξ )−ω(ξ ))| ≤Cε1/3

hold true uniformly for x ∈ T and ξ ∈ Πε , where Φ0 is the trivial embedding T×Π → T×{y =
0}×{z = 0}×{z̄ = 0}, and C > 0 is a constant depending on n,d, p,q.

Consider the coupled KdV equation




ut =−uxxx +6uux + ε
∂ f (x,u,v)

∂u
,

vt =−vxxx +6vvx + ε
∂ f (x,u,v)

∂v
,

(1.26)

where x ∈ T and ε > 0 is sufficiently small. Denote the Hilbert space h̄p of all complex valued
sequences w = (w j) j 6=0 satisfying

||w||2p = ∑
j 6=0
| j|2p|w j|2 < ∞, w− j = w̄ j, j ≥ 1.

Theorem 1.3 Let Π be a compact subset of positive Lebesgue measure, and Z ≥ 1. Assume that
the Hamiltonian K =

∫
T f (x,u,v)dx is real analytic in a complex neighbourhood V of the origin in

h̄Z+ 1
2
× h̄Z+ 1

2
and satisfies the regularity condition

XK : V → h̄Z+ 1
2
× h̄Z+ 1

2
, ||XK ||Z+ 1

2 ;V := sup
(u,v)∈V

||XK ||Z+ 1
2
≤ 1.

Then, there exists an ε∗ > 0 such that for |ε|< ε∗ the following holds. There exist
(1) a nonempty Cantor set Πε ⊂Π with Meas(Π−Πε)→ 0 as ε → 0,
(2) a family of real analytic torus embeddings

Ξ : T×Πε →V ∩ (h̄Z+ 1
2
× h̄Z+ 1

2
),

(3) a continuously differentiable map χ : Πε → R,
such that for each (θ ,ξ ) ∈ T×Πε , the curve (u(t),v(t)) = Ξ(θ + χ(ξ )t,ξ ) is a periodic solution of
(1.26) winding around the invariant torus Ξ(T×{ξ}).

Remark 1.2: For ε = 0, the coupled KdV equation (1.26) is integrable. There are many approaches
to get periodic or quasi-periodic solutions using the theory for integrable systems. However, for
ε 6= 0 and a general f (x,u,v), the equation is not integrable.
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2 Proof of Theorem 1.1
For K = 10

s | ln(|R|s)|, i.e. e−Kσ = e−Ks/10 = |R|s, we introduce a truncation operator ΓK as follows:

(ΓK f )(φ) := ∑
|k|≤K

f̂ (k)eikφ , ∀ f : Ts → Cn(or Cn×n),

where f̂ (k) is the k-th Fourier coefficient of f . Then we can write (1.5) as

−iω
d

dφ
W +λW +ΓK(BW ) = ΓKR+(R−ΓKR)+(BW −ΓK(BW )). (2.1)

We consider the approximate equation of (2.1) with the truncation operator ΓK :

−iω
d

dφ
W (φ ;ω)+λW (φ ;ω)+(ΓK(BW ))(φ ;ω) = (ΓKR)(φ ;ω), (φ ;ω) ∈ Ts× [a,b]. (2.2)

Main end in this section is to show that there exists unique solution W of (2.2) such that the estimates
(1.10)-(1.13) hold.

Suppose (2.2) has a solution W , thus it is easy to see that W fulfills

W (φ ;ω) = (ΓKW )(φ ;ω) = ∑
|k|≤K

Ŵ (k;ω)eikφ , φ ∈ Ts, (2.3)

where Ŵ (k) is the k-th Fourier coefficient of W . For φ ∈ Ts, write φ = it + ν , here t ∈ R, |t| < s,
ν ∈ T. Then

W (φ ;ω) = ∑
|k|≤K

Ŵ (k;ω)e−kteikν . (2.4)

Inserting this formula into (2.2) and checking the coefficients of the mode eikν , we get an algebraic
equation involving parameter t:

(A(ω)+ B̂(t;ω))Ŵ (t;ω) = R̂(t;ω), (2.5)

where
A(ω) = diag((kω +λ )En : |k| ≤ K), B̂(t;ω) = (B̂(k− l;ω)e−(k−l)t)|k|,|l|≤K ,

Ŵ (t;ω) = (Ŵ (k;ω)e−kt)|k|≤K , R̂(t;ω) = (R̂(k;ω)e−kt)|k|≤K ,

here En is the unit matrix of order n. Note that A(ω), B̂(t;ω) are matrices of order K̃ = (2K + 1)n,
while Ŵ (t;ω), R̂(t;ω) are vectors in CK̃ .

Case 1: |λ | ≤ 2bK. By the symmetry condition (1.6), we have
(
B̂(k− l;ω)

)∗ = B̂(l−k;ω) (here
∗ means the transpose and conjugate of a matrix), thus it is easy to check that B̂(t;ω) satisfies:

(
B̂(t;ω)

)∗ = B̂(−t;ω). (2.6)

Then we introduce some notations:

U(t;ω) :=
B̂(t;ω)+

(
B̂(t;ω)

)∗
2

=
B̂(t;ω)+ B̂(−t;ω)

2
, (2.7)

V (t;ω) :=
B̂(t;ω)− (

B̂(t;ω)
)∗

2
=

B̂(t;ω)− B̂(−t;ω)
2

, (2.8)
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A1(t;ω) := A(ω)+U(t;ω). (2.9)

Now all of U(t;ω), V (t;ω) and A1(t;ω) are self-adjoint for all |t|< s,

U∗(t;ω) = U(t;ω), V ∗(t;ω) = V (t;ω), A∗1(t;ω) = A1(t;ω). (2.10)

And
A(ω)+ B̂(t;ω) = A1(t;ω)+V (t;ω). (2.11)

Without loss of generality, we may assume that λ > 1. Using Lemma 5.7, and noting (1.7), (1.8),
we have

|B̂(t;ω)| ≤ n
1
4 max
|l|≤K

∑
|k|≤K

|B̂(k− l;ω)|e−(k−l)t ≤ n
1
4 ∑

k∈Z
|B̂(k;ω)|e|k|s ≤ n

1
4 |B|s,1 ≤ εn

1
4 λ θ , (2.12)

|∂ω B̂(t;ω)| ≤ n
1
4 max
|l|≤K

∑
|k|≤K

|∂ω B(k− l;ω)|e−(k−l)t ≤ n
1
4 ∑

k∈Z
|∂ω B(k;ω)|e|k|s ≤ n

1
4 |B|Ls,1 ≤ ε

1
3 n

1
4 λ θ .

So by the definition of U(t;ω) in (2.7), we obtain that for |t|< s,

|U(t;ω)| ≤ |B̂(t;ω)| ≤ εn
1
4 λ θ , |∂ωU(t;ω)| ≤ |∂ω B̂(t;ω)| ≤ ε

1
3 n

1
4 λ θ . (2.13)

And by definition of V (t;ω) in (2.8), using Lemma 5.7, we get that for |t|< s,

|V (t;ω)| ≤ n
1
4

2
max
|l|≤K

∑
|k|≤K

|B̂(k− l;ω)| |e−(k−l)t − e(k−l)t |

≤ n
1
4 max
|l|≤K

∑
|k|≤K

|B̂(k− l;ω)|(s|k− l|e|k−l| |s|)

≤ sn
1
4 max
|l|≤K

∑
|k|≤K

|B̂(k− l;ω)| |k− l|e|k−l| |s|

≤ sn
1
4 ∑

k∈Z
|B̂(k;ω)| |k|e|k|s ≤ sn

1
4 |B|s,1 ≤ εsn

1
4 λ θ . (2.14)

Similarly, we have
|∂ωV (t;ω)| ≤ sn

1
4 |B|Ls,1 ≤ ε

1
3 sn

1
4 λ θ . (2.15)

In order to estimate |W (ω)|, we need to estimate |(A(ω) + B̂(ω))−1| = |(A1(ω) +V (ω))−1| (we
shorten A1(t,ω) = A1(ω), and other notations B̂(ω), U(ω), V (ω) are defined similarly). To this
end, we firstly consider the estimate for |A1(ω)−1|, and then we are able to get the estimate for
|(A1(ω)+V (ω))−1| by virtue of |A1(ω)−1|. By (2.9), we consider

A1(ω) = diag((kω +λ )En : |k| ≤ K)+U(ω), (2.16)

where A1(ω) is continuously differentiable in Whitney’s sense in ω ∈ [a,b]. Using Lemma 5.1,
there are continuously differentiable functions µ1(ω), · · · ,µK̃(ω) which represent the eigenvalues
of A1(ω) for ω ∈ [a,b]. Moreover there exists a unitary matrix G of order K̃, which depends on ω ,
such that for every ω ∈ [a,b], the following equality holds true

A1(ω) = diag((kω +λ )En : |k| ≤ K)+U(ω) = G(ω)diag(µ1(ω), · · · ,µK̃(ω))G∗(ω). (2.17)

Then by the perturbation theory of self-adjoint matrix, we have

|µ j− (kω +λ )| ≤ |U(ω)| ≤ εn
1
4 λ θ , j = 1, · · · , K̃, |k| ≤ K. (2.18)
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Introduce

K1 = {k ∈ Z : |k| ≤ K, |kω +λ | ≤ λ θ}, K2 = {k ∈ Z : |k| ≤ K, |kω +λ |> λ θ},

and by K]
1,K

]
2 we denote for their cardinality, respectively. Thus by (2.18), we have

|µ|> 1
2

λ θ , (2.19)

for k ∈K2. And for k ∈K1, we have

ω−1(−λ θ −λ )≤ k ≤ ω−1(λ θ −λ ). (2.20)

So
K]

1 ≤ 2ω−1λ θ . (2.21)

Following the above discussion and without loss of generality, we may assume that |µ1| ≤ · · · ≤
|µK]

1
| ≤ 1

2 λ θ . Arbitrarily take µ ∈ {µ1, · · · ,µK]
1
}, and let ψ be the normalized eigenvector corre-

sponding to µ . Using Lemma 5.2 and noting (2.17), we get

∂ω µ = (∂ω(A1(ω))ψ,ψ)
= (∂ω(diag((kω +λ )En : |k| ≤ K)+U(ω))ψ,ψ)
= k +(∂ωU(ω)ψ,ψ).

Thus by (2.13) and (2.20), we have

1
2

ω−1λ ≤ |∂ω µ| ≤ 2ω−1λ , (2.22)

where in the last inequality, we use λ > 1, 0 < θ < 1 and 0 < ε ¿ 1.
Let

Rl = {ω ∈ [a,b] : |µl(ω)| ≤ 1
4
(b−a)sλ θ}, l = 1, · · · ,K]

1.

By (2.22), MeasRl ≤ (b−a)sλ θ

2ω−1λ . Thus by (2.21),

Meas(
K]

1⋃

l=1

Rl)≤ (b−a)sλ θ

2ω−1λ
K]

1 ≤
(b−a)sλ θ

2ω−1λ
(2ω−1λ θ )≤ (b−a)sλ 2θ−1.

Let Ω = [a,b]\(⋃K]
1

l=1 Rl), therefore we have

Meas Ω≥ (b−a)(1− sλ 2θ−1). (2.23)

And for any ω ∈Ω,

|µl(ω)|> 1
4
(b−a)sλ θ , l = 1, · · · ,K]

1.

Furthermore by (2.17), for any ω ∈Ω, we have

|A1(ω)−1| ≤ |G(ω)| |G(ω)∗| max
1≤l≤K]

1

|µl(ω)−1| ≤ 4
(b−a)sλ θ . (2.24)
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So by (2.14), (2.24) and (1), for any ω ∈Ω,

|A1(ω)−1V (ω)| ≤ |A1(ω)−1| |V (ω)| ≤ 4εsn
1
4 λ θ

(b−a)sλ θ =
4εn

1
4

b−a
≤ 1

4
, (2.25)

where in the last inequality we use b− a > ε and 0 < ε ¿ 1. Now using Neumann series, we see
that there exists the inverse of A1(ω)+V (ω) for ω ∈Ω, and

|(A1(ω)+V (ω))−1| ≤
∞

∑
j=0
|A1(ω)−1V (ω)| j |A1(ω)−1| ≤ 2|A1(ω)−1|. (2.26)

Thus for ω ∈Ω and |t|< s, we have

|(A(ω)+ B̂(t;ω))−1|= |(A1(t,ω)+V (t;ω))−1| ≤ 8
(b−a)sλ θ . (2.27)

Recall that
(A(ω)+ B̂(t;ω))Ŵ (t;ω) = R̂(t;ω). (2.28)

Then for ω ∈Ω and |t|< s,

|Ŵ (t;ω)| ≤ |(A(ω)+ B̂(t;ω))−1| |R̂(t;ω)| ≤ 8
(b−a)sλ θ |R̂(t;ω)|. (2.29)

Set ϒ = {1,−1}. Arbitrarily take κ ∈ {1,−1}. Let t = s′κ with s′ = s−σ/10. Then by (2.28) we
have

|Ŵ (s′κ;ω)|2 ≤ 64
(b−a)2s2λ 2θ |R̂(s′κ;ω)|2. (2.30)

Recall that Ŵ (t;ω) = (Ŵ (k;ω)e−kt)|k|≤K and R̂(t;ω) = (R̂(k;ω)e−kt)|k|≤K . Thus we have

∑
|k|≤K

|Ŵ (k;ω)|2e2|k|s′ ≤ ∑
κ∈{1,−1}

∑
|k|≤K

|Ŵ (k;ω)e−ks′κ |2 = ∑
κ∈{1,−1}

|Ŵ (s′κ;ω)|, (2.31)

|R̂(s′κ;ω)|2 ≤ ∑
|k|≤K

|R̂(k)|2e2|k|s′ . (2.32)

Consequently, by combining (2.30), (2.31) and (2.32), we have

∑
|k|≤K

|Ŵ (k;ω)|2e2|k|s′ ≤ 64
(b−a)2s2λ 2θ ∑

κ∈{1,−1}
|R̂(s′κ;ω)|2

≤ 128
(b−a)2s2λ 2θ ∑

|k|≤K
|R̂(k;ω)|2e2|k|s′ . (2.33)

Using |R̂(k)| ≤ |R|se−|k|s and ∑|k|≤K e−2|k|σ/10 ≤ 10+10e
σ , we have

(2.33)≤ 128
(b−a)2s2λ 2θ ∑

|k|≤K
e−2|k|(s−s′)|R|2s ≤

128(10+10e)
(b−a)2σs2λ 2θ |R|2s . (2.34)
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Therefore by Cauchy’s inequality and (2.32), (2.33), we finally arrive at

|W (ω)|s−σ ≤ ∑
|k|≤K

|Ŵ (k;ω)|e|k|(s−σ)

= ∑
|k|≤K

|Ŵ (k;ω)|e|k|(s−σ/10)e|k|(−9σ/10)

≤ ( ∑
|k|≤K

e−18|k|σ/10)1/2( ∑
|k|≤K

|Ŵ (k;ω)|2e2|k|s′)1/2

≤ 80
√

2(1+ e)

3(b−a)sσ 1
2 λ θ

|R(ω)|s, (2.35)

where in (2.35) we use ∑|k|≤K e−18|k|σ/10 ≤ 10+10e
9σ .

Case 2: |λ | > 2bK. Without loss of generality, we may still assume λ > 1. In this case, for
|k| ≤ K, we have |kω + λ | > λ

2 , then |A−1(ω)| < 2
λ . Using (2.12) and the Neumann series, we get

that for |t| ≤ s,

|(A(ω)+ B̂(t;ω))−1| ≤
∞

∑
j=0
|A−1(ω)B̂(t;ω)| j|A−1(ω)| ≤ 2

λ

∞

∑
j=0

(
2εn

1
4 λ θ

λ
) j ≤ 4

λ
. (2.36)

Thus, similarly to the proof for (2.35), we have

|W (ω)|s−σ ≤ 80
√

2(1+ e)

3λσ 1
2

|R(ω)|s. (2.37)

Now by (2.35) and (2.37), we get (1.10). And the proof of (1.11) is as follows:

|(1−ΓK)(BW )|s−2σ ≤ ∑
|k|>K

∣∣ ∑
|l|≤K

B̂(k− l)Ŵ (l)
∣∣e|k|(s−2σ)

≤ e−9Kσ/10 ∑
|k|>K

∣∣ ∑
|l|≤K

B̂(k− l)Ŵ (l)
∣∣e|k|(s−11σ/10)

≤ e−9Kσ/10 ∑
|k|>K

∑
|l|≤K

|B̂(k− l)|e|k−l|(s−11σ/10)|Ŵ (l)|e|l|(s−11σ/10)

≤ e−9Kσ/10( ∑
|k|>K

max
|l|≤K

|B̂(k− l)|e|k−l|(s−11σ/10))( ∑
|l|≤K

|Ŵ (l)|e|l|(s−11σ/10))

≤ e−9Kσ/10(∑
k∈Z

|B̂(k)|e|k|(s−11σ/10))( ∑
|k|≤K

|Ŵ (k)|e|k|(s−11σ/10))

≤ e−9Kσ/10|B|s,1( ∑
|k|≤K

e−2|k|σ/10)1/2( ∑
|k|≤K

|Ŵ (k)|2e2|k|(s−σ))1/2

≤ 160
√

5(1+ e)
3
2 εn

1
4

3(b−a)sσ
e−9Kσ/10|R|s (2.38)

≤ 160(1+ e)
3
2 εn

1
4

(b−a)sσ
|R|

19
10
s ≤ 160(1+ e)

3
2 εn

1
4

(b−a)sσ
|R|

9
5
s , (2.39)

where in (2.38) we use (2.35), |B|s,1 ≤ εn
1
4 λ θ , ∑|k|≤K e−2|k|σ/10 ≤ 10+10e

σ , while in (2.39) we use

11



e−9Kσ/10 = |R|
9
10
s and |R|s < 1. Using the fact |R̂(k)| ≤ e−|k|s|R|s and e−Kσ = |R|s, we have

|(1−ΓK)R|s−σ ≤ ∑
|k|>K

|R̂(k)|e|k|(s−σ)

≤ ∑
|k|>K

(|R|se−|k|s)e|k|(s−σ)

≤ ( ∑
|k|>K

e−|k|σ )|R|s

≤ 2(1+ e)
σ

e−Kσ |R|s

=
2(1+ e)

σ
|R|2s , (2.40)

where in the last inequality, we use ∑k∈Z e−kσ ≤ 2(1+e)
σ .

Applying ∂ω to both sides of (2.2), we have

−iω
d

dφ
(∂ωW )+λ (∂ωW )+ΓK(B(∂ωW )) = ΓK(∂ω R)−ΓK((∂ω B)W )+ i

d
dφ

W := R̃. (2.41)

By the same proof as (2.35), we have

|∂ωW |s−3σ ≤ C′(a,b)

sσ 1
2 λ θ

|R̃|s−2σ , (2.42)

where C′(a,b) = 80
√

2(1+e)
3(b−a) . Note that |∂̂ω R(k)| ≤ e−|k|s|∂ω R|s, we have

|ΓK(∂ω R)|s−σ ≤ ∑
|k|≤K

|∂̂ω R(k)|e|k|(s−σ)

≤ ∑
|k|≤K

(|∂ω R|se−|k|s)e|k|(s−σ)

≤ ( ∑
|k|≤K

e−|k|σ )|∂ω R|s ≤ 2(1+ e)
σ

|∂ω R|s. (2.43)

Using (2.35) and |∂ω B|s ≤ |∂ω B|s,1 ≤ ε
1
3 λ θ , we have

|ΓK((∂ω B)W )|s−2σ ≤ ∑
|k|≤K

| ̂((∂ω B)W )(k)|e|k|(s−2σ)

≤ ∑
|k|≤K

(|(∂ω B)W |s−σ e−|k|(s−σ))e|k|(s−2σ)

≤ ( ∑
|k|≤K

e−|k|σ )|∂ω B|s|W |s−σ

≤ 2(1+ e)
σ

ε
1
3 λ θ 80

√
2(1+ e)

3(b−a)sσ 1
2 λ θ

|R|s

≤ 160
√

2(1+ e)2ε
1
3

3(b−a)sσ 3
2

|R|s, (2.44)
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where in (2.43) and (2.44), we use ∑|k|≤K e−|k|σ ≤ 2(1+e)
σ . Moreover, by (2.35) and ∑|k|≤K |k|e−|k|σ ≤

1+e
eσ2 ,

|i d
dφ

W |s−2σ = |i ∑
|k|≤K

Ŵ (k)(ik)eikφ |s−2σ

≤ ∑
|k|≤K

|Ŵ (k)||k|e|k|(s−2σ)

≤ ∑
|k|≤K

|W |s−σ e−|k|(s−σ)|k|e|k|(s−2σ)

≤ ( ∑
|k|≤K

|k|e−|k|σ )|W |s−σ

≤ 1+ e
eσ2 ·

80
√

2(1+ e)

3(b−a)sσ 1
2 λ θ

|R|s

≤ 80
√

2(1+ e)2

3e(b−a)sσ 5
2 λ θ

|R|s. (2.45)

Thus, by (2.43), (2.44), (2.45), we have

|R̃|s−2σ ≤
(2(1+ e)

σ
|∂ω R|s +

C(a,b,n)ε
1
3

sσ 5
2

|R|s
)
. (2.46)

And by (2.42), we have

|∂ωW |s−3σ ≤ C′(a,b)

sσ 1
2 λ θ

|R̃|s−2σ

≤ C′(a,b)

sσ 1
2 λ θ

(2(1+ e)
σ

|∂ω R|s +
C(a,b,n)ε

1
3

sσ 5
2

|R|s
)
. (2.47)

And the proof for (1.13) is as follows:

|(1−ΓK)((∂ω B)W )|s−2σ ≤ ∑
|k|>K

∣∣ ∑
|l|≤K

(∂ω B̂(k− l))Ŵ (l)
∣∣e|k|(s−2σ)

≤ e−9Kσ/10 ∑
|k|>K

∣∣ ∑
|l|≤K

(∂ω B̂(k− l))Ŵ (l)
∣∣e|k|(s−11σ/10)

≤ e−9Kσ/10 ∑
|k|>K

∑
|l|≤K

|∂ω B̂(k− l)|e|k−l|(s−11σ/10)|Ŵ (l)|e|l|(s−11σ/10)

≤ e−9Kσ/10( ∑
|k|>K

max
|l|≤K

|∂ω B̂(k− l)|e|k−l|(s−11σ/10)) ∑
|l|≤K

|Ŵ (l)|e|l|(s−11σ/10)

≤ e−9Kσ/10(∑
k∈Z

|∂ω B̂(k)|e|k|(s−11σ/10))( ∑
|k|≤K

|Ŵ (k)|e|k|(s−11σ/10))

≤ e−9Kσ/10|B|Ls,1( ∑
|k|≤K

e−2|k|σ/10)1/2( ∑
|k|≤K

|Ŵ (k)|2e2|k|(s−σ))1/2

≤ e−9Kσ/10 · ε 1
3 n

1
4 λ θ ·

√
2(1+ e)

σ 1
2

· 80
√

2(1+ e)|R|s
3(b−a)sσ 1

2 λ θ
(2.48)

≤ 160(1+ e)
3
2 ε

1
3 n

1
4

3(b−a)sσ
e−9Kσ/10|R|s ≤ C(a,b,n)ε

1
3

sσ
|R|

9
5
s (2.49)
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where in (2.48) we use (2.35), |B|Ls,1 ≤ ε
1
3 n

1
4 λ θ , ∑|k|≤K e−2|k|σ/10 ≤ 10+10e

σ , while in (2.49) we use

e−9Kσ/10 = |R|
9
10
s and |R|s < 1. Similarly, by (2.47), we have

|(1−ΓK)(B(∂ωW ))|s−4σ ≤ ∑
|k|>K

∣∣ ∑
|l|≤K

B̂(k− l)(∂ωŴ (l))
∣∣e|k|(s−4σ)

≤ e−9Kσ/10( ∑
|k|>K

max
|l|≤K

|B̂(k− l)|e|k−l|s) ∑
|l|≤K

|∂ωŴ (l)|e|l|(s−31σ/10)

≤ e−9Kσ/10(∑
k∈Z

|B̂(k)|e|k|s)( ∑
|k|≤K

|∂ωŴ (k)|e|k|(s−31σ/10))

≤ e−9Kσ/10|B|s,1( ∑
|k|≤K

e−2|k|σ/10)1/2( ∑
|k|≤K

|∂ωŴ (k)|2e2|k|(s−3σ))1/2

≤ |R| 9
10 · εn

1
4 λ θ ·

√
10(1+ e)

σ 1
2

· C
′(a,b)

sσ 1
2 λ θ

[2(1+ e)
σ

|∂ω R|s +
C(a,b,n)ε

1
3

sσ 5
2

|R|s
]

≤ C(a,b,n)ε
sσ

|R| 9
10

(2(1+ e)
σ

|∂ω R|s +
C(a,b,n)ε

1
3

sσ 5
2

|R|s
)
.

Using the fact |∂̂ω R(k)| ≤ e−|k|s|∂ω R|s and e−Kσ = |R|s, we have

|(1−ΓK)(∂ω R)|s−σ ≤ ∑
|k|>K

|∂̂ω R(k)|e|k|(s−σ)

≤ ( ∑
|k|>K

e−|k|σ )|∂ω R|s

≤ 2(1+ e)
σ

e−Kσ |R|s

=
2(1+ e)

σ
|∂ω R|2s . (2.50)

Remark 2.1: By (1.9) and the above proof, in the m-th KAM iteration we obtain

Meas(Ω)≥ (b−a)(1− s|λ |2θ−1)≥ (b−a)(1− sm(2b)2θ−1K2θ−1
m ) = (b−a)(1−O(

1
m2 )). (2.51)

Therefor the estimate in (1.9) is sufficient in KAM iteration.

3 The Proof of Theorem 1.2
1. Iterative constants. Theorem 1.2 is proved by a KAM iteration which involves an infinite se-
quence of coordinate changes. In order to make our iteration procedure run, we need the following
iterative constants:
1. ε0 = ε,εl = ε(4/3)l

, l = 1,2, · · · ;
2. ηl = ε1/3

l , l = 0,1, · · · ;
3. K0 = 1, Kl = 10| lnε|

s0
(4/3)αl with α > 1

2(1− δ
d−1 )

, l = 1,2, · · · ;
4. Let s0 > 0 be given (without loss of generality, we can let s0 = 1). And let sl = (4/3)−(α−1)ls0,
σl = sl/10, l = 1,2, · · · . Thus e−Klσl = εl for l = 0,1,2, · · · ;
5. r0 > 0 is given, rl = ηlr0, l = 1,2, · · · ;
6. Tsl = {x ∈ C/2πZ : |Imx|< sl};
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7. D(sl ,rl) = {(x,y,z, z̄) ∈Pa,p : |Imx|< sl , |y|< r2
l , ||z||a,p < rl , ||z̄||a,p < rl}.

In the following part of this paper, with C or c a universal constant, whose size may be different
in different places, these constants might depend on n, d, p and q. If f ≤Cg, we write this inequality
as f lg, when we do not care about the size of the constant C or c. Similarly, if f ≥ g we write f mg.

2. Iterative Lemma. Consider a family of Hamiltonian functions Hl (0≤ l ≤ m):

Hl = Nl +Pl = ωl(ξ )y+ ∑
j≥1

λ j〈z j, z̄ j〉+ ∑
j≥1
〈Bl, j j(x;ξ )z j, z̄ j〉+Pl(x,y,z, z̄;ξ ), (3.1)

where Bl, j j(x;ξ )’s are analytic in x∈Tsl for any fixed ξ ∈Πl , and Bl, j j(x;ξ )’s (for fixed x∈Tsl ) are
continuously differentiable in ξ ∈ Πl , Pl(x,y,z, z̄;ξ ) is analytic in (x,y,z, z̄) ∈ D(sl ,rl) and continu-
ously differentiable in ξ ∈Πl . Assume Bl(x;ξ ) = diag(Bl, j j(x;ξ ) : j ≥ 1)’s satisfying the following
conditions:
(l.1) Reality condition.

(Bl, j j(x;ξ ))T = Bl, j j(x;ξ ) ∈ Rd j×d j , ∀ (x;ξ ) ∈ T×Πl . (3.2)

(l.2) Finiteness of Fourier modes.

Bl, j j(x;ξ ) = ∑
|k|≤Kl

B̂l, j j(k;ξ )eikx. (3.3)

(l.3) Boundedness.

||Bl(x;ξ )||p,q;Tsl×Πl l ε, ||Bl(x;ξ )||Lp,q;Tsl×Πl
l ε

1
3 . (3.4)

Moreover, we assume the parameter sets Πl’s satisfy:
(l.4)

Π0 ⊃ ·· · ⊃ · · ·Πl · · · ⊃Πm (3.5)

with
Meas Πl ≥ (Meas Π)(1−O(

1
l2 )), 1≤ l ≤ m. (3.6)

(l.5) The perturbation Pl(x,y,z, z̄;ξ ) is analytic in the space coordinate domain D(sl ,rl) and contin-
uously differentiable in ξ ∈Πl , and

Pl(x,y,z, z̄;ξ ) = Pl(x,y,z, z̄;ξ ), ∀ (x,y,z, z̄;ξ ) ∈ Dℜ(sl ,rl)×Πl . (3.7)

Moreover, its vector field XPl := (∂yPl ,−∂xPl , i∂zPl ,−i∂z̄Pl) defines on D(sl ,rl) a analytic map

XPl : D(sl ,rl)⊂Pa,p →Pa,q. (3.8)

(l.6) In addition, the vector field XPl is analytic in the domain D(sl ,rl) with small norms

||XPl ||rl ,q;D(sl ,rl)×Πl
l εl , ||XPl ||Lrl ,q;D(sl ,rl)×Πl

l ε1/3
l . (3.9)

Then there is an absolute positive constant ε∗ small enough such that, if 0 < ε < ε∗, there is a
subset Πm+1 ⊂Πm, and a change of variables Φm+1 : Dm+1 := D(sm+1,rm+1)×Πm+1 → D(sm,rm)
being real for real argument, analytic in (x,y,z, z̄) ∈ D(sm+1,rm+1) and continuously differentiable
in ξ ∈Πm+1, as well as the following estimates hold true:

||Φm+1− id||rm,q;Dm+1 l ε1/2
m , (3.10)
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and
||Φm+1− id||Lrm,q;Dm+1

l ε1/4
m , (3.11)

||DΦm+1− I||rm,q,q;Dm+1 l ε1/2
m , (3.12)

||DΦm+1− I||Lrm,q,q;Dm+1
l ε1/4

m . (3.13)

The estimate of DΦm+1− I holds also with p for q. Furthermore, the new Hamiltonian Hm+1 :=
Hm ◦Φm+1 is of the form

Hm+1 = Nm+1 +Pm+1 = ωm+1(ξ )y+ ∑
j≥1

λ j〈z j, z̄ j〉+ ∑
j≥1
〈Bm+1, j j(x;ξ )z j, z̄ j〉+Pm+1(x,y,z, z̄;ξ ),

and it satisfies all the above conditions (l.1-6) with l being replaced by m+1.

Proof : The iterative lemma is proved by the usual Newton-type iteration procedure which involves
m+1 symplectic coordinates changes. At each step of the KAM scheme, we consider a Hamiltonian
vector field with

Hν = Nν +Pν , ν = 1,2, · · · ,
where Nν is an ”integrable normal form” and Pν is defined in some set of the form D(sν ,rν)×Πν .
We then construct a map

Φν : D(sν+1,rν+1)×Πν+1 ⊂ D(sν ,rν)×Πν → D(sν ,rν)×Πν ,

so that the vector field XHν◦Φν defined on D(sν+1,rν+1) satisfies

||XHν◦Φν −XNν+1 ||rν+1,q;D(sν+1,rν+1)×Πν+1 ≤ εκ
ν

with some new normal form Nν+1 and for some fixed ν-independent constant κ > 1. To simplify
notations, in what follows, the quantities without subscripts refer to quantities at the ν-th step, while
the quantities with subscripts + denote the corresponding quantities at the ν +1-th step.

Expand P into the Fourier-Taylor series

P = ∑
k,l,α1,α2

P̂lα1α2(k)e
ikxylzα1 z̄α2 ,

where k ∈ Z, l ∈N= {0,1,2, · · ·} and α1,α2 ∈⊗ j∈Z+Nd j with finitely many non-vanishing compo-

nents, i.e. there exists j0 > 0 such that zα1 = ∏ j0
j=1 z

α1, j
j = ∏ j0

j=1 ∏
d j
l=1(z

l
j)

α l
1, j and similar equalities

for z̄α2 . Let R be the truncation of P given by

R(x,y,z, z̄) = ∑
2|l|+|α1|+|α2|≤2

∑
k∈Z

P̂lα1α2(k)e
ikxylzα1 z̄α2 , (3.14)

here for α ∈⊗ j∈Z+Nd j , we denote |α|= ∑ j∈Z+ ∑
d j
l=1 |α l

j|. We will approximate R by P, and we have
some estimates of R:

||XR||∗r,q,D(s,r)×Πl ||XP||∗r,q,D(s,r)×Πl ε∗ν , (3.15)

||XP−R||∗r,q,D(s,4ηr)×Πlη ||XP||∗r,q,D(s,r)×Πlηε∗ν , (3.16)

for 0 < η ¿ 1, where ∗= the blank or L (that is, ε∗ν = εν or ε
1
3

ν ). Actually, the proof of (3.15) and
(3.16) are similar to that of formula (7) of [15]. It is convenient to rewrite R as R = R0 + R1 + R2,
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where

R0 = Rx +Ryy,

R1 = 〈Rz,z〉+ 〈Rz̄, z̄〉= ∑
j≥1
〈Rz

j,z j〉+ ∑
j≥1
〈Rz̄

j, z̄ j〉,

R2 =
1
2
〈Rzzz,z〉+ 〈Rzz̄z, z̄〉+ 1

2
〈Rz̄z̄z̄, z̄〉

=
1
2 ∑

i, j≥1
〈Rzz

jizi,z j〉+ ∑
i, j≥1

〈Rzz̄
jizi, z̄ j〉+ 1

2 ∑
i, j≥1

〈Rz̄z̄
ji z̄i, z̄ j〉

with Rx,Ry :Ts×Π→C; Rz = (Rz
j : j≥ 1), Rz̄ = (Rz̄

j : j≥ 1) :Ts×Π→Z a,q; Rzz = (Rzz
ji : i, j≥ 1),

Rzz̄ = (Rzz̄
ji : i, j ≥ 1), Rz̄z̄ = (Rz̄z̄

ji : i, j ≥ 1) : Ts×Π→L (Z a,p,Z a,q). By (3.7) and (3.14), we have

R(x,y,z, z̄) = R(x,y,z, z̄), (x,y,z, z̄) ∈ Dℜ(s,r)×Π. (3.17)

Then by (3.17), we have that for real x,

Rx(x) = Rx(x), Ry(x) = Ry(x), (3.18)

Rz(x) = Rz̄(x), (3.19)

(Rzz
ji(x))

T = Rzz
i j(x), Rzz

ji(x) = Rz̄z̄
ji(x), (3.20)

(Rzz̄
ji(x))

T = Rzz̄
i j(x), Rzz̄

ji(x) = Rzz̄
ji(x). (3.21)

Let
ΓKR = ∑

2|l|+|α1|+|α2|≤2
∑
|k|≤K

P̂lα1α2(k)e
ikxylzα1 z̄α2 , RK = R−ΓKR.

And by the choice of K+, K, s, σ = s/10 and η+ we have σK+ ≥ σK = | lnεν | ≥ | lnη2
+|, and

K+η+ < 1. Then by Lemma 4.2 in [20], we have

||XΓK+ R||∗r,q,D(s−σ ,r)×Π ≤ ||XR||∗r,q,D(s−σ ,r)×Πl ε∗ν , (3.22)

||XRK+
||∗r,q,D(s−σ ,r)×Πlη+ε∗ν ≤ ε∗ν+1. (3.23)

where ∗=the blank or L (that is, ε∗ν+1 = εν+1 or ε
1
3

ν+1). Now we can rewrite P = R + (P−R) =
ΓK+R+RK+ +(P−R). Let R = ΓK+R. Thus we can write

R = Rx +Ryy+ 〈Rz,z〉+ 〈R z̄, z̄〉
1
2
〈Rzzz,z〉+ 〈Rzz̄z, z̄〉+ 1

2
〈R z̄z̄z̄, z̄〉,

here
R∗ = ∑

|k|≤K+

R̂∗(k)eikx for ∗= x,y,z, z̄,zz,zz̄, z̄z̄. (3.24)

And as R̂x(0) does not affect the equation of motion, we may assume R̂x(0) = 0. Furthermore,
under the smallness assumption (3.9) on P, we have the following estimates by Lemma 4.3 in [20]:

|∂xR
x|Ts×Π ≤ r2εν , |∂xR

x|LTs×Π ≤ r2εL
ν , (3.25)

|Ry|Ts×Π ≤ εν , |Ry|LTs×Π ≤ εL
ν , (3.26)
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||Ru||p,Ts×Π ≤ rεν , ||Ru||Lp,Ts×Π ≤ rεL
ν , u ∈ {z, z̄}, (3.27)

||Ruv||p,q,Ts×Π ≤ εν , ||Ruv||Lp,q,Ts×Π ≤ εL
ν , u,v ∈ {z, z̄}. (3.28)

Then we shall find a function F defined in domain D+(s+,r+), such that the time one map φ 1
F

of the Hamiltonian vector field XF defines a map from D+ → D and transforms H into H+. To this
end, we suppose that F is of the same form as R, that is, F = F0 +F1 +F2, where

F0 = Fx +Fyy,

F1 = 〈Fz,z〉+ 〈F z̄, z̄〉= ∑
j≥1
〈Fz

j ,z j〉+ ∑
j≥1
〈F z̄

j , z̄ j〉,

F2 =
1
2
〈Fzzz,z〉+ 〈Fzz̄z, z̄〉+ 1

2
〈F z̄z̄z̄, z̄〉

=
1
2 ∑

i, j≥1
〈Fzz

ji zi,z j〉+ ∑
i, j≥1

〈Fzz̄
ji zi, z̄ j〉+ 1

2 ∑
i, j≥1

〈F z̄z̄
ji z̄i, z̄ j〉.

Thus by second order Taylor formula, we have

H ◦φ 1
F = (N +R)◦X1

F +(RK +P−R)◦X1
F = N+ +P1

+ +P2
+,

where

N+ = N + R̂y(0)y+ ∑
j≥1
〈Rzz̄

j jz j, z̄ j〉= ω+y+ ∑
j≥1

λ j〈z j, z̄ j〉+ ∑
j≥1
〈B+, j j(x;ξ )z j, z̄ j〉,

ω+ = ω + R̂y(0),

B+, j j(x;ξ ) = B j j(x;ξ )+Rzz̄
j j(x;ξ ), (3.29)

P1
+ =

1
2

∫ 1

0
ds

∫ s

0
{{N +R,F},F}◦X t

F dt +{R,F}+(RK +P−R)◦X1
F , (3.30)

and
P2
+ = {N,F}+R− R̂(0)y−∑

j≥1
〈Rzz̄

j jz j, z̄ j〉. (3.31)

Actually we make our attempts to find out a function F to make (3.31) vanish or of higher order in
the following. Moreover, we can compute the Poisson Bracket {F,N} with respect to the symplectic
structure dx∧dy + i∑ j≥1 ∑

d j
l=1 dzl

j ∧dz̄l
j and derive the homological equations in components. That

is, F satisfies the following three kinds of homological equations according to the small divisor
condition:
(1) The Kolmogrov condition:

ω
d
dx

Fx = Rx(x;ξ ), (3.32)

ω
d
dx

Fy = Ry(x;ξ )− R̂y(0). (3.33)

(2) The first Melnikov condition:

−iω
d
dx

Fz
j −λ jFz

j −B j j(x;ξ )Fz
j =−iRz

j(x;ξ ), j ≥ 1, (3.34)

−iω
d
dx

F z̄
j +λ jF z̄

j +B j j(x;ξ )F z̄
j =−iR z̄

j(x;ξ ), j ≥ 1, (3.35)
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−iω
d
dx

Fzz
i j − (λi +λ j)Fzz

i j −Bii(x;ξ )Fzz
i j −Fzz

i j B j j(x;ξ ) =−iRzz
i j (x;ξ ), i, j ≥ 1, (3.36)

−iω
d
dx

F z̄z̄
i j +(λi +λ j)F z̄z̄

i j +Bii(x;ξ )F z̄z̄
i j +F z̄z̄

i j B j j(x;ξ ) =−iR z̄z̄
i j (x;ξ ), i, j ≥ 1. (3.37)

(3) The second Melnikov condition:

−iω
d
dx

Fzz̄
i j − (λi−λ j)Fzz̄

i j −Bii(x;ξ )Fzz̄
i j +Fzz̄

i j B j j(x;ξ ) =−iRzz̄
i j (x;ξ ), i 6= j, (3.38)

and Fzz̄
ii = 0.

Lemma 3.1 (Solutions of (3.32), (3.33)) There exists a subset Π1
+⊂Π with MeasΠ1

+≥ (MeasΠ)(1−
K−1

+ ), and on Ts−σ ×Π1
+, (3.32) has a solution Fx(x;ξ ) which is analytic in x ∈ Ts−σ for ξ fixed

and continuously differentiable in ξ for x fixed, and which is real for real argument, such that

| d
dx

Fx|Ts×Π1
+
lKC

+r2εν , | d
dx

Fx|LTs×Π1
+
lKC

+r2εL
ν . (3.39)

Similarly, on Ts−σ ×Π1
+, (3.33) has a solution Fy(x;ξ ) which is analytic in x∈Ts−σ for ξ fixed and

continuously differentiable in ξ for x fixed, and which is real for real argument, such that

| d
dx

Fy|Ts×Π1
+
lKC

+εν , | d
dx

Fy|LTs×Π1
+
lKC

+εL
ν . (3.40)

Furthermore, we have

||XF0 ||r,p;D(s−3σ ,r)lKC
+εν , ||XF0 ||Lr,p;D(s−3σ ,r)lKC

+εL
ν . (3.41)

Proof: The proof is standard in KAM theory, see Proposition 1, 2 in [20] for details.

As to (3.34)-(3.38), we can use Theorem 1.1 to obtain the estimates. In the following we con-
sider the equation for Fzz̄

i j , which is slightly more complicated than the ones for Fz
j , F z̄

j , Fzz
i j and F z̄z̄

i j .

Lemma 3.2 (Solutions of (3.38)) There exists a subset Π2
+ ⊂ Π with MeasΠ2

+ ≥ (MeasΠ)(1−
1

(ν+1)2 ), and on Ts−σ ×Π2
+, (3.38) has a solution Fzz̄

i j (x;ξ ) which is analytic in x ∈ Ts−σ for ξ fixed
and continuously differentiable in ξ for x fixed, and which is real for real argument, such that

||Fzz̄||p,p,Ts−2σ , ||Fzz̄||q,q,Ts−2σ ≤ KC
+εν , (3.42)

||Fzz̄||Lp,p,Ts−2σ
, ||Fzz̄||Lq,q,Ts−2σ

≤ KC
+εL

ν , (3.43)

||iω d
dx

Fzz̄ +(Λ+B)Fzz̄−Fzz̄(Λ+B)−Rzz̄||q,q,Ts−3σ l εν+1, (3.44)

||iω d
dx

Fzz̄ +(Λ+B)Fzz̄−Fzz̄(Λ+B)−Rzz̄||Lq,q,Ts−4σ
l εL

ν+1. (3.45)

Proof: Firstly for i 6= j, we can use Lemma 5.6 to change (3.38) into vector equations:

−iω
d
dx

(Fzz̄
i j )′− (λi−λ j)(Fzz̄

i j )′− [Ed j ⊗Bii(x;ξ )−B j j(x;ξ )⊗Edi ](F
zz̄
i j )′ = i(Rzz̄

i j )
′(x;ξ ). (3.46)

Here ⊗ means the tensor product of two matrices. And note that Fzz̄
i j , Rzz̄

i j are di×d j matrices, if we
denote Fzz̄

i j = (Fzz̄
i j,1, · · · ,Fzz̄

i j,d j
), then (Fzz̄

i j )′ = ((Fzz̄
i j,1)

T , · · · ,(Fzz̄
i j,d j

)T )T . Similarly, we have (Rzz̄
i j )

′. By
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(ν .1), (ν .2) and (ν .3) and the definition of the tensor product, we can check that (1)-(4) in Theorem
1.1 holds true on Ts−σ . By the proof of Theorem 1.1 in Section 2, for |λi−λ j| ≤ 2K+, there exists
a subset Π2

+ ⊂Π, with

MeasΠ2
+ ≥MeasΠ(1− 1

(ν +1)2 ), (3.47)

where in the last inequality, we use the estimate (1.9) and s|λi−λ j|2θ−1 ≤ sK2θ−1
+ ≤ 1

(ν+1)2 . And

on Ts−σ ×Π2
+, there exists (Fzz̄

i j )′ which satisfies

|(Fzz̄
i j )′|Ts−σ×Π+ lKC

+|(Rzz̄
i j )

′|Ts×Π, (3.48)

and
|(Fzz̄

i j )′|LTs−σ×Π+
lKC

+
(|(Rzz̄

i j )
′|Ts×Π +(Rzz̄

i j )
′|LTs×Π

)
. (3.49)

And for |λi−λ j|> 2K+, we can get (3.48) and (3.49) or even better estimates. Thus by Lemma 5.4,
we can get (3.42) and (3.43). Furthermore, by similar proof, we obtain (3.44) and (3.45) hold.

The same, and even better estimates hold for Fzz and F z̄z̄. Multiplying with z and z̄ we then get

1
r2 |F2|D(s−2σ ,r)lKC

+εν ,

and finally with Cauchy’s estimate

||XF2 ||r,p;D(s−3σ ,r)lKC
+εν .

Applying ∂ξ to both sides of (3.38) and using the method similar to the above, we get

||XF2 ||Lr,p;D(s−3σ ,r)lKC
+εL

ν .

And similarly, we have

1
r
|F1|D(s−2σ ,r)lKC

+εν , ||XF1 ||r,p;D(s−3σ ,r)lKC
+εν , ||XF1 ||Lr,p;D(s−3σ ,r)lKC

+εL
ν .

Thus
||XF ||r,p;D(s−3σ ,r)lKC

+εν , ||XF ||Lr,p;D(s−3σ ,r)lKC
+εL

ν .

By (3.21), we have

(Rzz̄
j j(x;ξ ))T = Rzz̄

j j(x;ξ ) = Rzz̄
j j(x;ξ ), (x;ξ ) ∈ T×Π. (3.50)

Then (ν +1.1) holds true. By (3.24), we have (ν +1.2) fulfills. And by (3.28), we get

||diag(Rzz̄
j j(x;ξ ) : j ≥ 1)||∗p,q,Ts×Π ≤ ||Rzz̄||∗p,q,Ts×Π ≤ ε∗ν , (3.51)

where ∗ = the blank or L . As εν ¿ ε , we also can get (ν +1.3). Let Π+ = Π1
+

⋂
Π2

+, then we have

MeasΠ+ ≥MeasΠ(1− 1
(ν +1)2 ). (3.52)

Thus (ν +1.4) is true. The estimate for P1
+ is well-known in KAM theory, we have

||XP1
+
||∗r,q;D(s+,r)l ε∗ν+1.
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Moreover, by (3.44) and (3.45) and similar formula for other terms, we have

||XP2
+
||∗r,q;D(s+,r)l ε∗ν+1. (3.53)

Then we can get
||XP+ ||∗r,q;D(s+,r)l ε∗ν+1, (3.54)

where ∗= the blank or L in the above three inequalities. As Fx, Fy, Fz, F z̄, Fzz, Fzz̄, F z̄z̄ are
the unique solutions of the homological equations (3.32)-(3.38) respectively, by (3.18)-(3.21) and
Bii(x;ξ ) = Bii(x;ξ ) for (x;ξ )∈T×Π. Thus by the uniqueness of the solutions, for (x;ξ )∈T×Π+,
we get

Fx(x) = Fx, Fy(x) = Fy, Fz(x) = F z̄(x), (3.55)

(Fzz
i j (x))T = Fzz

ji (x), Fzz
i j (x) = F z̄z̄

i j (x), (3.56)

(Fzz̄
i j (x))T = Fzz̄

ji (x), Fzz̄
i j (x) = Fzz̄

i j (x). (3.57)

To sum up, by (3.55), (3.56), (3.57), we have

F(x,y,z, z̄;ξ ) = F(x,y,z, z̄;ξ ), ∀ (x,y,z, z̄;ξ ) ∈ Dℜ(s+,r+)×Π+. (3.58)

So (ν +1.5) also holds true. The estimates (3.10)-(3.13) can be similarly obtained as in [20].

3. Proof of Theorem 1.2. The proof is similar to that of [10]. Here we give the outline. By assump-
tion in Theorem 1.2, the conditions (l.1-6) in the iterative lemma are fulfilled with l = 0. Hence the
iterative lemma applies to H which is defined in Theorem 4.1 Inductively, we get what as follows:
(i) Domains: for m = 0,1,2, · · ·

Dm := D(sm,rm)×Πm, Dm+1 ⊂Dm;

(ii) Coordinate changes:

Ψm = Φ1 ◦ · · · ◦Φm+1 : Dm+1 → D(s0,r0);

(iii) Hamiltonian functions Hm(m = 0,1, · · ·) satisfy the conditions (l.1−7) with l replaced by m.
Let Π∞ =

⋂∞
m=0 Πm,D∞ =

⋂∞
m=0 Dm. By the same argument as in [10, p.134], we conclude that

Ψm,DΨm, Hm,XHm ,ωm converges uniformly on the domain D∞, and XH̃∞
◦Ψ∞ = DΨ∞ ·Xω∞ where

H̃∞ := lim
m→∞

H̃m = ω∞y+ ∑
n≥1

λn〈zn, z̄n〉+ ∑
n≥1
〈B∞

nnzn, z̄n〉,

here B∞
nn = limm→∞ Bm,nn, and Xω∞ is the constant vector field ω∞ on the torus T. Thus, T×{y =

0}× {z = 0}× {z̄ = 0} is an embedding torus with rotational frequencies ω∞ ∈ ω∞(Π∞) of the
Hamiltonian H∞. Returning to the original Hamiltonian H∞, it has an embedding torus Φ∞(T×{y =
0}×{z = 0}×{z̄ = 0}) with frequencies ω∞. This proves the Theorem.

4 Preserving of finite-gap solutions for coupled KdV Equation
Consider the coupled Korteweg-de Vries equation





ut =−uxxx +6uux + ε[
∂ f (x,u,v)

∂u
]x,

vt =−vxxx +6vvx + ε[
∂ f (x,u,v)

∂v
]x,

(4.1)
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where x ∈ T and ε > 0 is sufficiently small. Introduce for any integer Z ≥ 0 the phase space

H Z
0 ×H Z

0 = {u ∈ L2(T;R) : û(0) = 0, ||u||Z < ∞}×{v ∈ L2(T;R) : v̂(0) = 0, ||v||Z < ∞}

of real valued functions on T = R/2πZ, where ||u||2Z = |û(0)|2 + ∑k∈Z |k|2Z |û(k)|2 is defined in
terms of the Fourier transform û of u, u(x) = ∑k∈Z û(k)eikx. We endow H Z

0 ×H Z
0 with the Poisson

structure proposed by Gardner

{F,G}=
∫

T
{ ∂F

∂u(x)
d
dx

∂G
∂u(x)

+
∂F

∂v(x)
d
dx

∂G
∂v(x)

}dx,

where F,G are differentiable functions on H Z
0 ×H Z

0 with L2-gradients in H 1
0 ×H 1

0 . The Hamil-
tonian corresponding to (4.1) is then given by

H(u,v) =
∫

T
(

1
2

u2
x +

1
2

v2
x +u3 + v3)dx+ ε

∫

T
f (x,u,v)dx

= H0(u,v)+ εK(u,v), (4.2)

where H0(u,v) =
∫
T(

1
2 u2

x + 1
2 v2

x +u3 + v3)dx, K(u,v) =
∫
T f (x,u,v)dx. And

∂
∂ t

(
u
v

)
=

d
dx

( ∂H
∂u
∂H
∂v

)

is (4.1) written in Hamiltonian form.
To write the Hamiltonian system more explicitly as an infinite dimensional system we introduce

infinitely many coordinates u = (u j) j 6=0,v = (v j) j 6=0 by writing

u = F (u) , ∑
j 6=0

γ ju jei jx, v = F (v) , ∑
j 6=0

γ jv jei jx, (4.3)

where
γ j =

√
| j|

are fixed positive weights. The sequence (u,v) is an element of h̄p × h̄p (see Section 1 for the
definition of h̄p). Due to the choice of the weights, we have an isomorphism F : h̄Z+1/2 →H Z

0 for
each Z ≥ 1. The complex space h̄p is canonically identified with the real space hp by setting

w j = (x j− iy j)/
√

2, w− j = w̄ j, j ≥ 1.

The minus sign in the definition of w j is chosen so that dw j∧dw− j = idx j∧dy j. A function on h̄p is
said to be real analytic, if with this identification it is real analytic in x j and y j in the usual sense. The
complexification of h̄p is the same space of sequences, but with the condition w− j = w̄ j dropped.

The Hamiltonian expressed in the new coordinates u,v is determined by inserting the expansion
(4.3) of u,v into the definition (4.2) of H. Using for simplicity the same symbol for the Hamiltonian
as a function of u,v we obtain

H(u,v) = Λ(u,v)+L(u,v)+ εK(u,v) (4.4)

with

Λ(u,v) = 2π ∑
j≥1

γ6
j (|u j|2 + |v j|2), L(u,v) = 2π ∑

k,l,m 6=0,k+l+m=0
γkγlγm(ukulum + vkvlvm), (4.5)
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and
K(u,v) =

∫

T
f (x, ∑

j 6=0
γ ju jei jx, ∑

j 6=0
γ jv jei jx)dx. (4.6)

The phase space h̄p× h̄p is endowed with the Poisson structure

{F,G}= i ∑
j 6=0

σ j(
∂F
∂u j

∂G
∂u− j

+
∂F
∂v j

∂G
∂v− j

),

where σ j is the sign of j, and the equations of motion in the new coordinates are given by




u̇ j = iσ j
∂H

∂u− j
, j 6= 0,

v̇ j = iσ j
∂H

∂v− j
, j 6= 0.

Since the transformed Poisson structure is nondegenerate, it also defines a symplectic structure

−i ∑
j≥1

(du j ∧du− j +dv j ∧dv− j)

on h̄p× h̄p, according to which the above equations of motion are the usual Hamiltonian equations
with Hamiltonian. The associated Hamiltonian vector field with Hamiltonian H is given by

XH = i ∑
j 6=0

σ j(
∂H

∂u− j

∂
∂u j

+
∂H

∂v− j

∂
∂v j

).

We study (4.1) as a perturbed system of the integrable Hamiltonian system
{

ut =−uxxx +6uux,

vt =−vxxx +6vvx,
(4.7)

and the Hamiltonian corresponding to (4.3) is

H0(u,v) =
∫

T
(

1
2

u2
x +

1
2

v2
x +u3 + v3)dx. (4.8)

Actually, we can regard the two KdV equations ut = −uxxx + 6uux and vt = −vxxx + 6vvx in (4.1)
as independent with each other. Thus similar to the discussion for the KdV equation, we have the
following observations. The vector field of the quadratic Hamiltonian Λ takes values in h̄p−3× h̄p−3
for (u,v) in h̄p× h̄p, hence it is unbounded of order 3. Strictly speaking, it is not a genuine vector
field. The vector field of the cubic Hamiltonian L is also unbounded, but only of order 1. More
precisely, we have the following regularity property of XL.

Lemma 4.1 The Hamiltonian vector field XL is real analytic as a map from h̄p× h̄p into h̄p−1× h̄p−1
for each p≥ 3

2 . Moreover,
||XL||p−1 = O(||u||2p)+O(||v||2p).

Proof : It is similar to the proof of Lemma 14.1 in [8]. We omit it here.

Theorem 4.2 (The Birkhoff normal form) There exists a real analytic coordinate transformation

Ψ :
{

u = Φ(w1)
v = Φ(w2)

(4.9)

23



defined in a neighborhood of the origin in h̄3/2 × h̄3/2 which transforms Hamiltonian H, into its
Birkhoff normal form up to order four. More precisely,

H0 ◦Ψ = Λ−B+M (4.10)

with
B = 6π ∑

j≥1
(|w1 j|4 + |w2 j|4), ||XM||1/2 = O(||w1||43/2)+O(||w2||43/2). (4.11)

Moreover, for each r ≥ 3/2, the restriction of Φ to some neighborhood of the origin in h̄p defines a
similar coordinate transformation in h̄p, so that

||XM||p−1 = O(||w1||4p)+O(||w2||4p). (4.12)

Proof: Choose Φ just be the real analytic symplectic coordinate transformation in Theorem 14.2,
then we can get the result.

Now we consider the transformed Hamiltonian

H ◦Ψ = H0 ◦Ψ+ εK ◦Ψ
= Λ−B+M + εR

= Λ(|w1|2, |w2|2)−B(|w1|2, |w2|2)+M(|w1|2, |w2|2)+ εR(w1,w2),

which is real analytic on U ⊂ h̄p× h̄p.
The perturbing Hamiltonian vector field in the origin phase space is

XK = (
d
dx

∂K
∂u

,
d
dx

∂K
∂v

).

It is defined on V and of of order 1. Since Ψ is a symplectic diffeomorphism of the two Hilbert scales
(h̄Z+ 1

2
× h̄Z+ 1

2
)Z≥1 and (H Z

0 ×H Z
0 )Z≥1, the vector field of the transformed Hamiltonian R = K ◦Ψ

is

||XR||Z− 1
2 ;U ≤C||XK ||Z−1;V ≤C||(∂K

∂u
,

∂K
∂v

)||Z;V ≤C.

As a second step, We introduce symplectic polar and real coordinates by setting




w11 =
√

I1 + ye−ix,
w21 = z1,

(w1 j,w2 j) = z j, j ≥ 2,

(w̄1 j, w̄2 j) = z̄ j, j ≥ 2.

(4.13)

Setting I0 = (ξ ,0) the integrable Hamiltonian in (4.10) in the new coordinates is, up to a constant
depending only on ξ , given by

H = N +Q = N(y,z, z̄;ξ )+Q(y,z, z̄;ξ ), (4.14)

where
N = ω1(ξ )y+Ω1(ξ )z1 + ∑

n≥2
Ωn(ξ )〈zn, z̄n〉,

Ω j(ξ ) = ω j(ξ ), j ≥ 2.
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And with I1 = y and I j = 〈z j, z̄ j〉, j≥ 2, Q = ∑i, j≥1 Qi j(ξ , I)IiI j with |∑ j≥1 Qi j(I0,I)I j| ≤ ci||I||`1
2Z+1

(see
(17.3) in [4,pp140] for details). We check Assumptions A-E of the KAM Theorem 1.2 for this nor-
mal form. Its external frequencies Ω j may be written as

Ω j(ξ ) = Ω̄ j + Ω̃ j(ξ ),

with Ω̄ j = Ω j(0) and Ω̃ j(ξ ) = Ω j(ξ )−Ω j(0). We have

Ω̄ j = 8π3 j3,

and a map
Ω̃ = (Ω̃ j) j≥1 : Π→ `∞

−1,

where `∞
β is the Banach space of all real sequences z = (z1,z2, · · ·) with |z|β = sup j≥1 jβ |z j|< ∞. So

Assumption A and B are satisfied with d = 3, d̄ = 2 and δ = 1. Assumptions C is satisfied as we
have ω(ξ ) = 8π3−6ξ + · · · where the dots stand for the higher terms in ξ .

This coordinates transformation is real analytic and symplectic on the phase space

D(s,r) = {|Imx|< s}×{|y|< r2}×{||z||p + ||z̄||p < r}
⊂ C×C× (h̄p× h̄p)× (h̄p× h̄p)
= Pp,C,

for all s > 0, and r > 0 sufficiently small, where p = Z + 1
2 . In the following we may fix such an s

arbitrarily, while we keep the freedom to choose r smaller. And the parameter domain

Ξ−r = U−4r2Ξr, Ξr = {ξ : 0 < ξ < r},

where U−ρ Ξ is the subset of all points in Ξ with boundary distance greater than ρ . The total Hamilto-
nian H is well-defined on these domains, and we have ||XP||r,p−1;D(s,r)×Π = O(r2). Thus Assumption
D is satisfied with q = p−1. Furthermore, by we have K(u,v) = K(ū, v̄) = K(u,v), also as Φ is real
analytic, we have {

ū = Φ(w1) = Φ(w̄1),
v̄ = Φ(w2) = Φ(w̄2),

(4.15)

Thus
P(w1,w2) = P(w1,w2). (4.16)

Denote Dℜ(s,r) = {(x,y,z, z̄) ∈D(s,r) : x,y ∈R}. By the coordinates (4.13) and (4.16), we have for

P(x,y,z, z̄) = P(x,y,z, z̄), (x,y,z, z̄) ∈ Dℜ(s,r). (4.17)

In other words, Assumption E is also satisfied. Then we can use Theorem 1.2 to get Theorem 4.1
and thus Theorem 1.3.

5 Technical Lemmas
Lemma 5.1 Consider a n× n complex matrix function Y (ξ ) which depends on the real parameter
ξ ∈ R, and Y (ξ ) satisfies the following conditions:
(1) Y (ξ ) is self-adjoint for every ξ ∈ R, i.e. Y (ξ ) = (Y (ξ ))∗, where star denotes the conjugate
transpose of a matrix;
(2) Y (ξ ) is continuously differentiable in an interval I of the real variable ξ .
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Then there exist n continuously differentiable functions µ1(ξ ), · · · ,µn(ξ ) on I that represent the re-
peated eigenvalues of Y (ξ ).

Proof : See page122-124 of [9].

Lemma 5.2 Assume Y =Y (ξ ) satisfies the conditions in Lemma 5.1. Let µ = µ(ξ ) be any eigenvalue
of Y and φ be the normalized eigenfunction corresponding to µ . Then

∂ξ µ = ((∂ξY )φ ,φ).

Proof. See page 125 of [9].

Lemma 5.3 For σ > 0, ν > 0, the following inequalities hold true:

∑
k∈Zn

e−2|k|σ ≤ (1+ e)n

σn , (5.1)

∑
k∈Zn

e−2|k|σ |k|ν ≤ (
ν
e
)ν 1

σν+n (1+ e)n. (5.2)

Proof : See page 22 of [1].

Lemma 5.4 Let U j, j ≥ 1 be complex n-matrix functions on T that their elements are real analytic
on Ts = {x ∈ C/2πZ : |Imx|< s}. Then

(∑
j≥1

sup
x∈Ts−σ

|U j(x)|2`∞→`∞)
1
2 ≤ 4n

σ
sup
x∈Ts

(∑
j≥1
|U j(x)|2`∞→`∞)

1
2 . (5.3)

Proof: Note that for complex functions u j, j ≥ 1 defined on T that are real analytic on Ts, we have

(∑
j≥1

sup
x∈Ts−σ

|u j(x)|2)
1
2 ≤ 4

σ
sup
x∈Ts

(∑
j≥1
|u j(x)|2)

1
2 . (5.4)

Let U j(x) = (Ukl
j (x) : 1≤ k, l ≤ n), then

(∑
j≥1

sup
x∈Ts−σ

|U j(x)|2`∞→`∞)
1
2 = (∑

j≥1
sup

x∈Ts−σ

( max
1≤k≤n

n

∑
l=1
|Ukl

j (x)|)2)
1
2

≤ (∑
j≥1

sup
x∈Ts−σ

n2 max
1≤k≤n

n

∑
l=1
|Ukl

j (x)|2) 1
2

= n(∑
j≥1

sup
x∈Ts−σ

max
1≤k≤n

n

∑
l=1
|Ukl

j (x)|2) 1
2

= n(∑
j≥1

sup
x∈Ts−σ

n

∑
l=1
|Uk j l

j (x)|2) 1
2 k j ∈ {1, · · · ,n}

≤ n(∑
j≥1

n

∑
l=1

sup
x∈Ts−σ

|Uk j l
j (x)|2) 1

2

= ( ∑
j≥1,1≤l≤n

sup
x∈Ts−σ

|Uk j l
j (x)|2) 1

2 . (5.5)
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By (5.4),we have the above

(5.5) ≤ 4n
σ

sup
x∈Ts

( ∑
j≥1,1≤l≤n

|Uk j l
j (x)|) 1

2

≤ 4n
σ

sup
x∈Ts

(∑
j≥1

n

∑
l=1
|Uk j l

j (x)|2) 1
2

≤ 4n
σ

sup
x∈Ts

(∑
j=1

max
1≤k≤n

n

∑
l=1
|Uk j l

j (x)|2) 1
2

≤ 4n
σ

sup
x∈Ts

(∑
j≥1
|U j(x)|2`∞→`∞)

1
2 .

Lemma 5.5 Let A = (Ai j)i, j≥1 be a bounded operator on `2 which depends on x ∈ T such that all
coefficients are analytic on Ts, here Ai j is a n×n-matrix. Suppose B = (Bi j)i, j≥1 is another operator
on `2 depending on x whose coefficients satisfy

sup
x∈Ts

|Bi j(x)|`2→`2 ≤ 1
|i− j| sup

x∈Ts

|Ai j(x)|`2→`2 , i 6= j,

and B j j = 0 for j ≥ 1. Then B is a bounded operator on `2 for every x ∈ Ts, and

sup
x∈Ts−σ

||B(x)||`2→`2 ≤ 16n
3
2

σ
sup
x∈Ts

||A(x)||`2→`2 ,

for 0 < σ ≤ s≤ 1.

Proof: For x ∈ Ts−σ , we have by Schawarz inequality and Lemma 5.3

∑
j≥1
|Bi j(x)|`2→`2 ≤ ∑

j≥1
sup

x∈Ts−σ

|Bi j(x)|`2→`2

≤ (∑
j≥1

sup
x∈Ts−σ

|Ai j(x)|2`2→`2)
1
2 (∑

j 6=i

1
|i− j|2 )

1
2

≤ √
n sup

x∈Ts−σ

|Ai j(x)|2`∞→`∞)
1
2 (∑

j 6=i

1
|i− j|2 )

1
2

≤ 16n
3
2

σ
sup
x∈Ts

(∑
j≥1
|Ai j(x)|2`∞→`∞)

1
2

≤ 16n
3
2

σ
sup
x∈Ts

(∑
j≥1
|Ai j(x)|2`2→`2)

1
2

≤ 16n
3
2

σ
sup
x∈Ts

||A(x)||`2→`2 .
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The same estimates applies to ∑i≥1 |Bi j(x)|`2→`2 . Hence, for x∈Ts−σ ,v = (v j) j≥1 ∈ `2, here v j ∈Cn,

||B(x)v||2`2 ≤ ∑
i≥1

(∑
j≥1
|Bi j(x)|`2→`2 |v j|`2)2

≤ ∑
i≥1

(∑
j≥1
|Bi j(x)|`2→`2)(∑

j≥1
|Bi j(x)|`2→`2 |v j|2`2)

≤ (sup
i

∑
j≥1
|Bi j(x)|`2→`2)(sup

j
∑
i≥1
|Bi j(x)|`2→`2)(∑

j≥1
|v j|2`2)

≤ (
16n

3
2

σ
sup
x∈Ts

||A(x)||`2→`2)2||v||2`2 .

From this the final estimate follows.

Lemma 5.6 Let A, B, C be respectively n×n, m×m, n×m matrices, and let X be an n×m unknown
matrix. The matrix equation

AX−XB = C (5.6)

is solvable if and only if
(Em⊗A−B⊗En)X ′ = C′

is solvable. Here if we denote A = (A1, · · · ,An), C = (C1, · · · ,Cm), X = (X1, · · · ,Xm), then X ′ =
(XT

1 , · · · ,XT
m )T , C′ = (CT

1 , · · · ,CT
m)T .

Proof : We can find the proof of this lemma on page 526 in [14].

Lemma 5.7 Let A = (A(k− l) : k, l ∈ Z), where A(k− l) = (Ai j(k− l) : 1≤ i, j ≤ n). Then

||A||`2→`2 ≤ n
1
4 max

l∈Z ∑
k∈Z

|A(k− l)|`2→`2 ≤ n
1
4 ∑

k∈Z
|A(k)|`2→`2 . (5.7)

Proof : By Riesz interpolation theorem, we have

||A||`2→`2 ≤
√
||A||`1→`1

√
||A||`∞→`∞

=
√

max
1≤ j≤n,l∈Z ∑

1≤i≤n,k∈Z
|Ai j(k− l)|

√
max

1≤i≤n,k∈Z ∑
1≤ j≤n,l∈Z

|Ai j(k− l)|

≤
√

max
l∈Z ∑

k∈Z
( max

1≤ j≤n
∑

1≤i≤n
|Ai j(k− l)|)

√
max
k∈Z ∑

l∈Z
( max

1≤i≤n
∑

1≤ j≤n
|Ai j(k− l)|)

=
√

max
l∈Z ∑

k∈Z
|A(k− l)|`1→`1

√
max
k∈Z ∑

l∈Z
|A(k− l)|`∞→`∞

≤
√

max
l∈Z ∑

k∈Z

√
n|A(k− l)|`2→`2

√
max
k∈Z ∑

l∈Z
|A(k− l)|`2→`2

= n
1
4

√
max
l∈Z ∑

k∈Z
|A(k− l)|`2→`2

√
max
l∈Z ∑

k∈Z
|A(k− l)|`2→`2

≤ n
1
4 max

l∈Z ∑
k∈Z

|A(k− l)|`2→`2 ≤ n
1
4 ∑

k∈Z
|A(k)|`2→`2 .
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