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Abstract. We establish a quenched Central Limit Theorem (CLT) for a

smooth observable of random sequences of iterated linear hyperbolic maps
on the torus. To this end we also obtain an annealed CLT for the same sys-

tem. We show that, almost surely, the variance of the quenched system is the

same as for the annealed system. Our technique is the study of the transfer
operator on an anisotropic Banach space specifically tailored to use the cone

condition satisfied by the maps.

1. introduction

The issue of limit laws in dynamical systems has been widely explored in the last
decades and it has a clear relevance for physical applications. A prime example of
a physically relevant system is the study of the statistical behavior of a Lorenz gas
with randomly distributed obstacles. The case of periodic obstacles is known to
be ergodic. This follows from the recurrence [19], which in turns follows from the
CLT, [10, 20], which has been proved in [18] (see also [8] for more refined results
on these issues). See [15] for more details and for the treatment of some (locally)
aperiodic cases. On the contrary the random case (albeit one may näıvely think of
it as an easier case) stands as a challenge.

If one considers the simplest possibility (the random position of the obstacles is
a small i.i.d. perturbation of a periodic configuration) then, by Poincaré section,
one is readily reduced to considering a random sequence of hyperbolic symplectic
maps. Yet, such a sequence of maps is not i.i.d. due to the presence of recollisions.
Recollisions are notoriously a source of serious problems in the study of gases but,
quite surprisingly, even disregarding the recollision problem (i.e. for the i.i.d. case),
the problem is poorly understood.

In this paper we address the easiest setting in which such a situation occurs:
an i.i.d. sequence of smooth uniformly hyperbolic symplectic maps. To make the
presentation as clear as possible we will steer away from the full generality in
which the present results can be obtained (although we will comment on it) and
we will consider an i.i.d. sequence of linear two dimensional toral automorphisms.
Exponential decay of correlations has been shown in this setting in [1].

For such a model we will show that the time-N average of any smooth zero
mean observable has Gaussian fluctuations of order

√
N for almost every sequence

of maps. Moreover, we identify the variance of such Gaussian fluctuations.
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Similar, but less complete, results are obtained in [2] where the Gaussian na-
ture of the fluctuations is established for each sequence of maps but neither the
amplitude nor the variance is investigated.

The paper is self-contained and organized as following: Section 2 contains the
precise description of the model we will discuss and states the main results of
the paper. Such results depend on the understanding of the ergodic properties of
sequences of maps. These are investigated in Section 3 where the needed ergodic
properties are related to the spectral properties of transfer operators viewed on
appropriate Banach spaces in the spirit of the line of research started with [6].
Next, in Section 4, we use the above results to establish a CLT averaged over the
environment for a class of systems larger than the ones at hand but necessary to
handle the quenched case. The latter is dealt with in Section 5 using an approach
inspired by works on random walks in random environments; see [11] and references
therein.

Convention 1.1. In this paper we will use C to designate a generic constant
depending only on the choice of the maps {Ti} below. We will use instead Ca,b,c,...
for constants depending also on the parameters a, b, c, . . . . Consequently, the actual
numerical value of such constants may vary from one occurrence to the next. On
the contrary we will use C1, C2, . . . , to designate constants whose value is fixed
throughout the paper.

Acknowledgments. We would like to thank Joel Lebowitz for posing the problem
and Dmitry Dolgopyat for communicating to one of us (CL) reference [2]. MS
would like to thank the Finnish Cultural Foundation for funding. MS and AA were
supported in part by NSF DMR-01-279-26 and AFOSR AF 49620-01-1-0154. CL
would like to thank the Courant Institute where he was visiting when this work
started.

2. The model and the results

Let us consider two1 matrices {Ai}1i=0 ∈ SL(2,N) and define the toral automor-
phisms Tix = Aix mod 1. Let ℘ ∈ [0, 1] and set p0 = ℘, p1 = 1− ℘. We can then
introduce the Markov operator Q℘ : L∞(T2,R)→ L∞(T2,R) defined by

Q℘g(x) =
1∑
i=0

pig(Ti(x)).

Such an operator defines a Markov Process. To describe it we consider the space of
trajectories Ω∗ := (T2)N endowed with the product topology and, letting (x0, xi, . . . )
be a general element in Ω∗, we have the obvious dynamics τ : Ω∗ → Ω∗ defined
by τ (x0, x1, . . . ) = (x1, . . . ). For each initial measure µ on T2, the above Markov
process defines a Borel probability measure Pµ on Ω∗. Let EPµ be the expectation
with respect to such a measure. Then

EPµ(g(x0)) =
∫
g(ξ)µ(dξ)

EPµ(g(xi+1) | xi) = Q℘g(xi).

1In fact, the following would hold almost verbatim also for any larger collection of matrices.



QUENCHED CLT 3

The measure Pµ is supported on a very small set of trajectories: Pµ-almost surely
xi+1 ∈ {T0xi, T1xi}. Thus, if we consider Σ := {0, 1}N\{0}, we have

Pµ(∪ω∈Σ{(x0, Tω1x0, Tω2Tω1x0, . . . )}) = 1.

In other words we can define the probability space Ω = Σ × T2 (again equipped
with the product topology), the map F : Ω→ Ω defined by

F (ω, x) = (τω, Tω1x),

where (τω)i = ωi+1, and the measure P℘,µ = P℘ × µ, where P℘ is the Bernoulli
measure with probability ℘ of having zero. We will denote by E℘ the expectation
with respect to P℘. Note that if µ is simultaneously T0 and T1 invariant, then
P℘,µ is invariant for the map F . Since the maps are symplectic, this happens for
the normalized Lebesgue measure m. Let us set P℘ := P℘,m and call EP℘ the
corresponding expectation. Finally, we define the map Ψ : Ω→ Ω∗ by

Ψ(ω, x) := (x, Tω1x, Tω2Tω1x, . . . ).

It is then easy to verify that τ k(Ψ(ω, x)) = Ψ(F k(ω, x)) for all (ω, x) ∈ Ω, k ∈ N,
and EPµ(h) = EP℘,µ(h ◦ Ψ) for each continuous function h : Ω∗ → R,2 that is
the two Dynamical Systems (Ω∗, τ , Pm) and (Ω, F,P℘) are isomorphic and so are
the σ-algebras Fk = σ-{x, ω1, . . . , ωk} and F̃k = σ-{x0, . . . , xk}. We will use the
two processes above interchangeably as far as the study of measure theoretical
properties is concerned.

For each function f ∈ C∞(T2,R), f 6≡ 0, such that m(f) = 0 we can then define
the random variables Xk(ω, x) := f(π ◦ F k(ω, x)), where π(ω, x) := x. We are
interested in studying the P℘-almost sure asymptotic behavior, as N → ∞, of the
random variables

SN (ω) :=
N−1∑
k=0

Xk(ω, ·).

The first relevant fact lies in the following Lemma.

Lemma 2.1. The dynamical system (Ω, F,P℘) is ergodic.

Proof. By the above discussion the ergodicity of (Ω, F,P℘) is equivalent to the
ergodicity of the stationary Markov process Pm. It is well known that the ergodicity
of such a process is equivalent to the fact that Q℘g = g implies g = constant for
each bounded measurable g. In section 3 we will see (Corollary 3.3) that there
exists p, q > 0 such that, for each f ∈ Cp+2d+1, g ∈ Cq, holds

(2.1) lim
n→∞

m(fQn℘g) = m(f)m(g).

Taking f ∈ Cp+2d+1 and g ∈ L∞, we can choose a sequence (gj)∞j=1 ⊂ Cq that
converges to g in L1 and we obtain (2.1) also for such functions. But this means

2Indeed, if h(x0, x1, . . . ) = g(xn), then EPµ (h) = µ(Qn
℘g) = EP℘,µ (h ◦ Ψ). On the other

hand if we have already the equality for functions depending on n variables, we can write

h(x0, . . . , xn, xn+1) = gx0,...,xn (xn+1) and, by induction,

EPµ (h) = EPµ (EPµ (h | x1, . . . , xn)) = EPµ (Q℘gx1,...,xn (xn))

= EP℘,µ

 X
i

pih(Ψ(ω, x)0, . . . ,Ψ(ω, x)n, TiΨ(ω, x)n)

!
= EP℘,µ (EP℘,µ (h ◦Ψ | x, ω1, . . . , ωn)) = EP℘,µ (h ◦Ψ).

The assertion follows then by the density of the local functions among the continuous ones.
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that Q℘g = g implies m(fg) = m(f)m(g) for each f ∈ Cp+2d+1 which readily implies
that g is constant. �

Since m(SN (ω)) = 0, thanks to the previous Lemma, we can apply the Birkhoff
Ergodic Theorem and obtain

lim
N→∞

1
N
SN = 0 P℘ − almost surely.

The next step is to investigate the variable N−
1
2SN and prove that it satisfies a

(quenched) CLT.

Theorem 1. For each f ∈ C∞(T2,R),3 f 6≡ 0, and for each ℘ ∈ [0, 1] there exists
Σ2
℘ ∈ R+ such that, for P℘-almost all sequences ω holds4

N−
1
2SN ⇒ N

(
0,Σ2

℘

)
under m.

In fact, Σ2
℘ depends analytically on ℘. Moreover, if f is not a simultaneous contin-

uous coboundary5 for each admissible6 map Ti, then Σ2
℘ > 0.

Remark 2.2. Imposing Σ2
℘ > 0 clearly excludes fewer observables in the random

case than the deterministic one. From Theorem 1 and the classical Livschitz Theo-
rem [14] easily follows that Σ2

℘ = 0 if and only if
∑k−1
j=0 f(xj) = 0 whenever (xj)k−1

j=0

is a closed orbit for some sequence of admissible maps Tω1 , . . . , Tωk . Unfortunately,
to use such a criterion it may be necessary to check a very large number of trajecto-
ries. Yet, if ℘ ∈ ]0, 1[, then the situation may be much simpler. Indeed, if Σ2

℘ = 0,
then it must be f = g−g◦T0 = g−g◦T1 and hence g◦T1◦T−1

0 = g. Thus if T1◦T−1
0

is ergodic,7 then g must be constant and hence f ≡ 0 contrary to assumptions. That
is: if {T0, T1} are admissible and T1 ◦ T−1

0 is ergodic, then Σ2
℘ > 0.

Remark 2.3. Note that one cannot possibly extend our results to include all se-
quences; for instance, there exist sequences containing alternating, “deterministic”,
stretches of either T0’s or T1’s. If these stretches are of rapidly and ever increasing
length, then the variance fails to exist.

Before proving such a strong result we will obtain its averaged (annealed) version.

Lemma 2.4. For each ℘ ∈ [0, 1] there exists Σ2
℘ ∈ R+ such that it holds

N−
1
2SN ⇒ N

(
0,Σ2

℘

)
under P℘.

3In the proof we use f ∈ Cr(T2,R) for r large enough. Yet, since our bounds for r are far from

optimal (nor do we strive to optimize them) we see no point in giving an explicit bound for r.
4By N

`
0,Σ2

´
we mean the centered Gaussian random variable with variance Σ2. The symbol

⇒ stands for convergence in distribution. As usual, N (0, 0) stands for the measure concentrated

at zero.
5By a simultaneous continuos coboundary for a set of maps {Ti} we mean that there exists a

continuous function g such that f = g − g ◦ Ti, for each map {Ti}.
6The map Ti is admissible if it appears with nonzero probability with respect to P℘. In our

case the admissible maps are {T0, T1} unless ℘ ∈ {0, 1}.
7Note that this may easily fail even if T0 6= T1. Indeed, consider the case

A0 =

„
1 1
2 3

«
A1 =

„
1 1
1 2

«
Then T1(T−1

0 (x1, x2)) = (x1, x2 − x1). In fact, all the functions g(x1, x2) = g̃(x1) are invariant.

The identity f = g−g◦T0 = g−g◦T1 yields
PN−1

k=0 f ◦π◦Fk(ω, x) = g(x)−g◦Ti◦TωN ◦· · ·◦Tω1 (x)

for i ∈ {0, 1} and hence Σ2
℘ = 0 if g is in L2.
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In turn such a result is based on a fine understanding of the dynamical properties
of certain transfer operators associated to the process.

Remark 2.5. Note that one could obtain similar results for any finite collection of
smooth symplectic hyperbolic maps in any dimension or piecewise smooth maps in
dimension two. This can be achieved at the price of using in the following section
the functional setting of [13, 5] or [7] for the piecewise smooth case.

Our first task will be to obtain some information on the spectral properties of
such operators. To do so in a useful way it is necessary to introduce appropriate
functional spaces. Instead of appealing to the general theory developed in [6, 4, 12,
5, 13] we will take advantage of the simplicity of the present setting and introduce
explicitly a particularly simple version of such a theory. We will then see how it
can be used to address the ergodic theoretical questions we are interested in.

3. Spectral properties of the Transfer operators

For further use (see section 5) we need to study more general automorphisms
than the one introduced in the previous section, namely

⊕d
1 Ti : T2d → T2d

defined by
⊕d

1 Tix =
⊕d

1 Ai mod 1 where
⊕d

1 Ai is the d-fold direct sums of the
matrices A0, A1 ∈ SL(2,Z), that is

d⊕
1

Ai =

Ai . . .
Ai

 ∈ SL(2d,Z),

with d ∈ {1, 2}. These matrices are symplectic with respect to the symplectic form

J2d =

J2

. . .
J2

 ,

where J2 =
(

0 1
−1 0

)
is the standard symplectic form in two dimensions.8

Let us introduce the transfer operators L(d)
Ti
ϕ := ϕ ◦ (

⊕d
1 Ti)

−1 induced by the
above automorphisms. We will consider the operator obtained from the latter by
averaging over the Bernoulli measure, namely

L(d)
℘ := ℘L(d)

T0
+ (1− ℘)L(d)

T1
.

We also need to study perturbed operators of the form

L(d)
g,℘ϕ := L(d)

℘ (egϕ).

In order to avoid unnecessary proliferation of indices, we set

(3.1) LTi := L(1)
Ti
, L℘ := L(1)

℘ , and Lg,℘ := L(1)
g,℘.

Finally, notice that the transfer operator L℘ and the Markov operator Q℘ are dual:

(3.2) m(fQ℘g) = m(L℘f · g).

8In fact all the following can be easily generalized to any set of symplectic toral automorphisms
which preserves the standard sector in any dimension, see [16, 17] for more details on the necessary

machinery.
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To study such operators it is necessary to introduce appropriate Banach spaces
(see [13, 5, 12]). Here, given the simplicity of the situation, we can quickly introduce
and use spaces inspired by [5, 12] whereby making the presentation self-consistent.9

Given v := (v1, . . . , v2d) ∈ R2d, let us denote v̌ := (v1, v3, . . . , v2d−1) ∈ Rd and
v̂ := (v2, v4, . . . , v2d). Then the standard inner product in Rd of the latter two reads
〈v̌, v̂〉 =

∑d−1
k=0 v2k+1v2(k+1). Consider now the cones C− := {v ∈ R2d : 〈v̌, v̂〉 ≤ 0},

C+ := {v ∈ R2d : 〈v̌, v̂〉 ≥ 0}. Then there exists 1 < λ ≤ Λ and C0, depending
only on {A0, A1}, such that, for all v ∈ C−, (i1, . . . , in) ∈ {0, 1}n, and n ∈ N,

(3.3) C−1
0 λn ≤

‖(
⊕d

1 Ai1 · · ·
⊕d

1 Ain)−1v‖
‖v‖

,
‖(
⊕d

1 A
T
i1
· · ·
⊕d

1 A
T
in

)−1v‖
‖v‖

≤ C0Λn;

and, for all v ∈ C+, (i1, . . . , in) ∈ {0, 1}n, and n ∈ N,

(3.4) C−1
0 λn ≤

‖(
⊕d

1 Ai1 · · ·
⊕d

1 Ain)v‖
‖v‖

,
‖(
⊕d

1 A
T
i1
· · ·
⊕d

1 A
T
in

)v‖
‖v‖

≤ C0Λn.

Moreover one can compute that there exists β > 1 such that (
⊕d

1 A
−1
i )C− ⊂ Cβ ,

where Cβ := {v ∈ R2d : β−1‖v̌‖2 ≤ −〈v̌, v̂〉 ≤ β‖v̌‖2} ⊂ int C−.
Now, we proceed to define the norm for the Banach space we want to consider.

Notice that the natural objects in these cones are not vectors but Lagrangian sub-
spaces. Recall that, given a symplectic form J , a Lagrangian subspace E ⊂ R2d is
a d-dimensional subspace such that 〈v, Jw〉 = 0 for all v, w ∈ E.

For our choice of symplectic form, every Lagrangian subspace can also be written
as the set E = {v : v̂ = −Uv̌} for a specific symmetric d × d matrix U . Our
convention is to write a minus sign in front of the U here, because then E ⊂ Cβ if
and only if β−11 ≤ U ≤ β1.

Let us denote the set of Lagrangian subspaces as L. For a Lagrangian subspace
E and a vector k, we set 〈E, k〉 := sup

v∈E
‖v‖=1

〈v, k〉. Then, for each p, q ∈ R+ and

f ∈ C∞(R2d,R) we define the norm

‖f‖p,q := sup
E∈L
E⊂C−

∑
k∈Z2d\{0}

|fk|
|k|p

1 + |〈E, k〉|p+q
+ |f0|,

where fk are the Fourier coefficients of f .
Notice that the nth power of L(d)

℘ can be expanded

[L(d)
℘ ]n =

n∑
j=1

1∑
ij=0

℘δi1,0+···+δin,0(1− ℘)δi1,1+···+δin,1 L(d)
Tin

. . .L(d)
Ti1
.

Because the Bernoulli weights above sum to unity,

‖[L(d)
℘ ]nf‖p,q ≤ sup

(i1,...,in)∈{0,1}n
‖L(d)

Tin
. . .L(d)

Ti1
f‖p,q.

9Actually our choice is more flexible than the one in [12], in the spirit of [5], and would allow
to treat Ck maps, although it is not the goal here.
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A straightforward computation shows that (L(d)
Ti
f)k = f(

Ld
1 A

T
i ) k for k ∈

⊕d
1 Z2 ∼=

Z2d. Hence, for each n ∈ N and (i1, . . . , in) ∈ {0, 1}n,

‖L(d)
Tin

. . .L(d)
Ti1
f‖p,q = sup

E∈L
E⊂C−

∑
k∈Z2d\{0}

|fk|
|(
⊕d

1 A
T
i1
· · ·
⊕d

1 A
T
in

)−1k|p

1 + |〈E, (
⊕d

1 A
T
i1
· · ·
⊕d

1 A
T
in

)−1k〉|p+q
+|f0|.

We begin estimating the summand. Before that, we simplify notation and rename
the matrix product. To avoid the problem of too many indices, we denote it only
with the subscript n and assume the dimension and the sequence to be implicit:

An :=
d⊕
1

ATi1 · · ·
d⊕
1

ATin .

Using (3.3) and the fact E ⊂ C−, we have

(3.5) C0Λn〈En, k〉 ≥ 〈E,A−1
n k〉 ≥ C−1

0 λn〈En, k〉 where En := (A−1
n )TE

and consequently,

|fk|
|A−1
n k|p

1 + |〈E,A−1
n k〉|p+q

≤ Cp+q0 |fk|
|A−1
n k|p

1 + λn(p+q)|〈En, k〉|p+q
.

Now there are two possible cases depending on where A−1
n k lies. If A−1

n−1k /∈ C−,
then |A−1

n k| ≤ C0Λλ−n+1|k| and we have

|A−1
n k|p

1 + λn(p+q)|〈En, k〉|p+q
≤ Cp0 (Λλ−1)pλ−np

|k|p

1 + |〈En, k〉|p+q
.

While if A−1
n−1k ∈ C−, then

(3.6) 〈En, k〉 ≥
λΛ−2n+1|k|

2C3
0β
√

1 + β2
=:
|k|
Bβ,n

.

Indeed, setting kn := A−1
n−1k,

〈
( d⊕

1

A−1
in

)
E, kn〉 ≥ inf

E∈L
E⊂Cβ

〈E, kn〉 = inf
β−11≤U≤β1

sup
v̌∈Rd

〈v̌, ǩn〉 − 〈v̌, Uk̂n〉√
|v̌|2 + |Uv̌|2

≥ inf
β−11≤U≤β1

−〈ǩn, k̂n〉+ 〈k̂n, Uk̂n〉√
|k̂n|2 + |Uk̂n|2

≥ |k̂n|
β
√

1 + β2
,

where we have chosen v̌ = −k̂n in the second line. On the other hand the choice
v̌ = U−1ǩn yields

〈
( d⊕

1

A−1
in

)
E, kn〉 ≥ inf

E∈L
E⊂Cβ

〈E, kn〉 ≥
|ǩn|

β
√

1 + β2
,

The inequality (3.6) follows from the above estimates, (3.5) and C0Λn−1|kn| ≥ |k|.
Next, we consider two subcases. If |k| ≥ Bβ,n, then |〈En, k〉| ≥ 1. Hence,

|A−1
n k|p

1 + λn(p+q)|〈En, k〉|p+q
≤ Cp0

Λpnλ−(p+q)n|k|p∣∣〈En, k〉∣∣p+q ≤ 2Cp0
Λpnλ−(p+q)n|k|p

1 +
∣∣〈En, k〉∣∣p+q ,
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which is a good estimate provided q is large enough so that Λpλ−(p+q) < 1. The
remainder is a finite sum which can be estimated because if E ⊂ C−, then En ⊂
(A−1

n )TC− ⊂ C−. Thus, we have

sup
E∈L
E⊂C−

∑
k∈Z2d\{0}
|k|<Bβ,n

|fk| |A−1
n k|p

1 + λn(p+q)|〈En, k〉|p+q
≤ Cp0 Λnp sup

E∈L
E⊂C−

∑
k∈Z2d\{0}
|k|<Bβ,n

|fk| |k|p

1 + |〈E, k〉|p+q
.

Accordingly, setting µ̃ := max{λ−p,Λpλ−p−q} we can collect all the above inequal-
ities as

‖[L(d)
℘ ]nf‖p,q ≤ C1‖f‖p,q,

‖[L(d)
℘ ]nf‖p,q ≤ 2Cq+2p

0 µ̃n‖f‖p,q + sup
E∈L
E⊂C−

∑
k∈Z2d\{0}
|k|<Bβ,n

Cq+2p
0 Λnp|fk| |k|p

1 + |〈E, k〉|p+q
+ |f0|

≤ C2µ̃
n‖f‖p,q +Bn‖f‖p−1,q+1,

(3.7)

where Bn = Cq+2p
0 Bβ,nΛnp. Next, for each µ ∈ (µ̃, 1) choose n0 such that C2µ̃

n0 ≤
µn0 and, for each n ∈ N, write n = kn0 + m with m ∈ {0, . . . , n0 − 1}. One can
thus iterate the second of the (3.7) and obtain

‖[L(d)
℘ ]nf‖p,q ≤ µkn0‖Lmf‖p,q +Bn0

k−1∑
j=0

µjn0‖L(k−1−j)n0+mf‖p−1,q+1,

which finally yields

‖[L(d)
℘ ]nf‖p,q ≤ C1‖f‖p,q,

‖[L(d)
℘ ]nf‖p,q ≤ C3µ

n‖f‖p,q +B‖f‖p−1,q+1,
(3.8)

with B = C2Bn0(1− µn0)−1. We can then consider the closure, Bp,q, of C∞ in the
space of distributions with respect to the norms ‖ · ‖p,q. It is easy to prove the
following:

Lemma 3.1. The operators L(d)
℘ are well defined bounded operators on Bp,q, pro-

vided Λp < λp+q. In addition, the unit ball of Bp,q is relatively compact in Bp−1,q+1.

Theorem 3.2. If Λp < λp+q, the operator L(d)
℘ acting on Bp,q has an essential

spectral radius smaller than µ. The rest of the spectrum consists of finitely many
eigenvalues of finite multiplicity, all in the unit disk. The only eigenvalue of modulus
one is one and the constant function equal to one is the corresponding eigenfunction.

Proof. Lemma 3.1, the Lasota-Yorke type inequalities (3.8) imply the result (see
[3, 6] for more details). �

Before proceeding, let us mention that for any r, n ∈ N we endow the space
Cr(Tn,R) with the norm ‖g‖Cr :=

∑r
s=0 ‖g(s)‖∞.

Moreover, a simple computation shows that Cr ⊂ Bp,q, provided r > p+ 2d.

Corollary 3.3. The equation (2.1) holds true.
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Proof. First of all notice that, for all f ∈ Bp,q and g ∈ Cq holds

|m(fg)| ≤
∑
l∈Z2

|fl| |g−l| ≤ ‖g‖Cq

|f0|+
∑

l∈Z2\{0}

|fl| |l|−q


≤ ‖g‖Cq‖f‖p,q max

1, sup
E∈L

l∈Z2\{0}

1 + |〈E, l〉|p+q

|l|p+q

 ≤ 2‖g‖Cq‖f‖p,q.

If p, q satisfy the hypothesis of Theorem 3.2, L℘ has a spectral gap δ℘ > 0. Thus,

|m(fQn℘g)−m(f)m(g)| = |m(Ln℘f · g)−m(f)m(g)| ≤ C(1− δ℘)n‖f‖p,q‖g‖Cq ,

because decomposing L℘ := Q+R with Qf := m(f) we have QR = RQ = 0 and
therefore Ln℘f = Rnf +Qf , where ‖Rn‖L(Bp,q) ≤ C(1− δ℘)n by the spectral radius
formula. �

Here is the last fact we need to know about the above functional analytic setting.

Lemma 3.4. For each function g ∈ C2p+q+2d+1(T2d,R) the multiplication operator
Mg defined by Mgf = gf , is bounded in Bp,q by C‖g‖C2p+q+2d+1 .

Proof. We define the norm10

‖g‖r := sup
k∈Z2d

|gk|(1 + |k|r).

Clearly g ∈ Cr(T2d,R) implies ‖g‖r ≤ ‖g‖Cr . The Bp,q-norm of the product then
reads

(3.9) ‖fg‖p,q = sup
E∈L
E⊂C−

∑
k,l∈Z2d

k 6=0

|fl||gk−l|
|k|p

1 + |〈E, k〉|p+q
+
∑
l∈Z2d

|fl||g−l|.

Let us analyze the second term first:

∑
l∈Z2d

|fl||g−l| ≤ ‖g‖r

|f0|+
∑

l∈Z2d\{0}

|fl||l|−r
 .

The desired bound follows, if r ≥ q, from

1
2
|l|−q ≤ |l|p

1 + |〈E, l〉|p+q
.

Now, look at the summand in the first term of (3.9), ignoring the l = 0 case that
can be taken care of separately.

|fl||gk−l|
|k|p

1 + |〈E, k〉|p+q
≤ ‖g‖r

[
|fl|

|l|p

1 + |〈E, l〉|p+q

]
× |k|p

1 + |〈E, k〉|p+q
1 + |〈E, l〉|p+q

|l|p
1

1 + |k − l|r
.

10We are aware that our choices of norms and the subsequent estimates, are not the optimal
ones. We are simply trying to simplify the arguments as much as possible even at the expense of

some, not really relevant, optimality.
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Notice that |〈E, l〉| ≤ |〈E, k〉|+ |〈E, k − l〉|. Thus, on the one hand∑
k

|k|p

1 + |〈E, k〉|p+q
1 + |〈E, k〉|p+q

|l|p
1

1 + |k − l|r
≤
∑
k

|k|p

|l|p(1 + |k − l|r)
≤ C.

One the other hand∑
k

|k|p

1 + |〈E, k〉|p+q
1 + |〈E, k − l〉|p+q

|l|p
1

1 + |k − l|r
≤ 3

∑
k

|k|p

|l|p(1 + |k − l|r−p−q)
≤ C,

provided r > 2p+ q+2d. The general term of (|〈E, k〉|+ |〈E, k− l〉|)p+q is bounded
similarly, using |〈E, k〉|n|〈E, k− l〉|p+q−n ≤ (1 + |〈E, k〉|n)(1 + |〈E, k− l〉|p+q−n) for
each n = 0, . . . , p+ q. �

4. Averaged CLT

To establish Lemma 2.4 it suffices to compute

lim
N→∞

EP℘

(
e
i λ√

N

PN−1
k=0 fω,k

)
,

where fω,k := Xk(ω, ·) := f ◦ Tωk ◦ · · · ◦ Tω1 with fω,0 := f , and show that this
limit is the characteristic function e−

1
2λ

2Σ2
℘ of the centered normal distribution with

some variance Σ2
℘. Recalling the transfer operators in (3.1),

(4.1) EP℘

(
e
i λ√

N

PN−1
k=0 fω,k

)
= m(LN

iλN−
1
2 f,℘

1).

Hence Theorem 3.2 and Lemma 3.4 show that L
iλN−

1
2 f,℘

is a bounded operator

on Bp,q provided f ∈ C2p+q+5 and depends analytically on λ. To continue it is
necessary to study the leading eigenvalue of such an operator.

Note that, in general, given any positive operator L on the spaces Bp,q with
maximal simple eigenvalue one, with a spectral gap and m(Lϕ) = m(ϕ) for each
smooth ϕ, for any smooth complex valued function g we can define the family of
operators Lνϕ := L(eνgϕ) and, thanks to Lemma 3.4, the standard perturbation
theory applies. Thus there exists φν , µν , with µ0 = 1, such that

Lνφν = µνφν , m(φν) = 1.

Differentiating this relation with respect to ν and integrating one readily obtains

(4.2) µ′ν = m (geνgφν + eνgφ′ν)

and, setting ν = 0, φ′0 = (1 − L)−1[L(gφ0) − φ0m(gφ0)] =
∑∞
n=0 Ln[L(gφ0) −

φ0m(gφ0)].11 Finally, differentiating again yields

(4.3) µ′′0 = m(g2φ0) + 2
∞∑
n=0

m(gLn [L(gφ0)− φ0m(gφ0)]).

Thus, by standard perturbation theory and in view of Theorem 3.2 we can write
Lν = µνQν +Rν where Q2

ν = Qν , RνQν = QνRν = 0, the spectral radius of Rν is
smaller than ρ < 1 for all |ν| ≤ ν0 for some ν0 > 0, and |µν−1−µ′0ν− 1

2µ
′′
0ν

2| ≤ C|ν|3
for some fixed constant C > 0 and |ν| ≤ ν0. In addition, Qν is a rank one operator
of the form φν ⊗ mν where mν belongs to the dual of the space, m0 = m, and
|mν(1)− 1| ≤ C|ν|.

11The latter is well defined since (1 − L)−1 is applied on a function from which the eigendi-

rection of L corresponding to eigenvalue 1 has been projected out, and because of the spectral

gap.
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If we apply the above to the operator L
iλN−

1
2 f,℘

, ν = iλN−
1
2 (hence g = f , and

φ0 ≡ 1), then remembering equation (4.1) it follows that

EP℘

(
e
i λ√

N

PN−1
k=0 fω,k

)
= m

(
µNν Qν1 +RNν 1

)
= eN ln(µν)(1 +O(|λ|N− 1

2 )) +O(ρN )

= e
− 1

2µ
′′
0 λ

2+NO
“

(|λ|/N−
1
2 )3
”

+O(|λ|N− 1
2 + ρN ),

(4.4)

because m(Qν1) = m(φνmν(1)) = mν(1) and |m(RNν 1)| ≤ ‖RNν ‖L(Bp,q) ≤ CρN .
Hence, if |λ|/

√
N is sufficiently small, we have

(4.5)
∣∣∣EP℘

(
e
i λ√

N

PN−1
k=0 fω,k

)
− e− 1

2µ
′′
0 λ

2
∣∣∣ ≤ C 1 + |λ|3√

N
.

Lemma 4.1. The quantity Σ2
℘ ∈ R defined by

Σ2
℘ := lim

N→∞

1
N

EP℘

[N−1∑
k=0

Xk

]2


is always nonnegative and given by

(4.6) m(f2) + 2
∞∑
n=1

m(fLn℘f) = µ′′0 .

The map [0, 1]→ R+ : ℘ 7→ Σ2
℘ is analytic. Moreover, if f is not a C0 simultaneous

coboundary for the admissible automorphisms Ti (see Remark 2.2), then Σ2
℘ > 0.

Proof. A direct computation yields

EP℘

[N−1∑
k=0

Xk

]2
 =

N−1∑
k=0

EP℘(X2
k) + 2

∑
0≤j<k≤N−1

EP℘(XkXj)

= Nm(f2) + 2
∑

0≤j<k≤N−1

m(fQk−j℘ f)

= N

[
m(f2) + 2

N−1∑
n=1

m(fLn℘f)

]
− 2

N−1∑
n=1

nm(fLn℘f)

Using Corollary 3.3, the last sum converges exponentially fast in n. Hence Σ2
℘

exists and is nonnegative simply because it is the limit of a nonnegative quantity.
To address this last issue, suppose Σ2

℘ = 0. Then∣∣∣∣∣∣EP℘

[N−1∑
k=0

Xk

]2
∣∣∣∣∣∣ ≤ 2N

∞∑
n=N

|m(fLn℘f)|+ 2
N−1∑
n=1

n |m(fLn℘f)| ≤ C

uniformly in N . This means that the random variables ZN :=
∑N−1
k=0 Xk are

uniformly bounded in L2. By the Banach–Alaoglu Theorem, they form a weak-*
relatively compact set. We can then extract a subsequence (Nj)∞j=1 such that, for
each ϕ ∈ L2(Ω,P℘),

lim
j→∞

EP℘(ϕZNj ) = EP℘(ϕY )
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for some L2 random variable Y . If we choose ϕ to be a function of the x only, it
follows that

lim
j→∞

m(ϕ
Nj−1∑
n=0

Qn℘f) = m(ϕg)

where g = E℘(Y ) ∈ L2(T2,m). On the other hand, for each smooth ϕ,

m(ϕ(f − g +Q℘g)) = lim
j→∞

m

ϕ
f − Nj−1∑

n=0

Qn℘f +
Nj−1∑
n=0

Qn+1
℘ f


= lim
j→∞

m(ϕQNj℘ f) = 0.

That is f = g−Q℘g. Next, consider the L2 random variables Gn := g ◦π ◦Fn and
Mn+1 =

∑n
k=0(Xk + Gk+1 − Gk) = Gn+1 − G0 +

∑n
k=0Xk. For each N ∈ N, we

use Jensen’s inequality to get

C ≥ EP℘

[N−1∑
k=0

Xk

]2
 = EP℘

(
[MN −GN + g]2

)
≥ EP℘

(
M2
N

)
− 2
√

EP℘ (M2
N ) EP℘ ([GN − g]2).

(4.7)

In fact, the process (Mn) is a martingale, since

EP℘(Gk+1 | x, ω1, . . . , ωk) = EPm(g(xk+1) | xk) = Q℘g(xk) = (Q℘g) ◦ π ◦ F k(x, ω).

Thus,

EP℘

(
M2
N

)
=
N−1∑
k=0

EP℘

(
[Xk +Gk+1 −Gk]2

)
= N

{
℘ m([f + g ◦ T0 − g]2) + (1− ℘)m([f + g ◦ T1 − g]2)

}
.

The inequality (4.7) and the boundedness of EP℘

(
[GN − g]2

)
imply that ℘ m([f +

g ◦ T0 − g]2) + (1 − ℘)m([f + g ◦ T1 − g]2) = 0, that is f + g ◦ Ti − g = 0 for each
admissible Ti.

The continuity of g follows from the usual Livschitz rigidity arguments. 12

In order to prove analyticity of the variance Σ2
℘ with respect to ℘, first notice

that there is a positive lower bound on the spectral gap δ℘ appearing in the proof of
Corollary 3.3 in a complex neighborhood of [0, 1]. Thus, the series in (4.6) converges

12In fact, in the present simple case one can provide the following direct proof: clearly g =

(1 − LTi )
−1LTif =

P∞
k=1 Lk

Ti
f for an admissible choice of Ti, convergence taking place in the

‖ · ‖p,q norm. Let vu,s be the unstable and stable vectors of Ti, respectively, and ϕ ∈ C∞. Then

|m(〈vu,∇ϕ〉g)| ≤
∞X

k=1

|m(ϕ〈vu,∇LTif〉)| =
∞X

k=1

|m(ϕ〈T−k
i vu,Lk

Ti
∇f〉)| ≤

∞X
k=1

‖∇f‖∞λ−k‖ϕ‖L1 .

On the other hand, g(x) =
Pn

k=0 f ◦ Tk
i + g ◦ Tn+1

i , and the mixing of Ti (proven exactly as in
Corollary 3.3) implies

|m(〈vs,∇ϕ〉g)| ≤
∞X

k=0

|m(〈vs,∇ϕ〉f ◦ Tk
i )| ≤

∞X
k=0

‖∇f‖∞λ−k‖ϕ‖L1 .

Taking the sup over {ϕ ∈ C∞ : ‖ϕ‖L1 = 1}, it follows that ∇g ∈ L∞, which implies g ∈ W 1,2.

Hence, by Morrey’s inequality, g ∈ C0.
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uniformly in ℘. The partial sums are polynomials of ℘, hence the limit Σ2
℘ is an

analytic function of ℘. �

We finish the section with two simple but important results.

Lemma 4.2. Denoting f2(x, y) := f(x)− f(y), the operator L(2)

iλN−
1
2 f2,℘

satisfies∣∣∣∣m2

([
L(2)

iλN−
1
2 f2,℘

]N1
)
− e−λ

2Σ2
℘

∣∣∣∣ ≤ C 1 + |λ|3√
N

.

Proof. The argument follows verbatim the previous discussion. Thus to prove the
Lemma we only need to compute the second derivative of the leading eigenvalue,
which we still denote µν , and to show that µ′′0 = 2Σ2

℘. In analogy with (4.3),

µ′′0 = m2(f2
2 ) + 2

∞∑
n=1

m2

(
f2[L(2)

℘ ]nf2

)
,

where m2 is the normalized Lebesgue measure on T4. Then [L(2)
℘ ]nf2(x, y) =

Ln℘f(x)− Ln℘f(y), m(1) = 1, and m(f) = 0 yield µ′′0 = 2Σ2
℘. �

Lemma 4.3. There exists L0 > 0 such that, for all L ∈ (0, L0), the following
estimate holds,

(4.8) P℘

({∣∣∣∣∣ 1
N

N−1∑
k=0

fω,k

∣∣∣∣∣ ≥ L
})
≤ Ce−CL

2N .

Proof. This is an averaged large deviation estimate and can be obtained exactly
as the averaged CLT was obtained. Although the idea is standard we give here a
sketch of the proof. For any random variable Y , for each β > 0,

P℘({Y ≥ L}) ≤ EP℘(1{Y≥L}eβ(Y−L)) ≤ e−βLEP℘(eβY ).

Moreover, P℘({|Y | ≥ L}) = P℘({Y ≥ L}) + P℘({Y ≥ −L}). Applying such an
inequality to the present situation we have

P℘({Y ≥ L}) ≤ e−βLm(LNβN−1f,℘1).

We again apply perturbation theory techniques at the beginning of this section to
estimate the right-hand side. Using (4.4) with ν = βN−1, g = f, φ0 = 1, we have

m(LNβN−1f,℘1) = m
(
µNν Qν1 +RNν 1

)
= eN ln(µν)(1 +O(|β|N−1)) +O(ρN ).

If we define the Legendre transform IC(L) = sup|ν|≤C Lν− lnµν and we call ν∗ the
value in which the sup is attained, then choosing β = ν∗N we have

P℘({Y ≥ L}) ≤ (1 + C|ν∗|)e−N ·IC(L) +O(ρN ).

To compute explicitly IC(L) we expand

Lν − lnµν = Lν − 1
2
ν2µ′′0 +O(ν3).

Minimizing this quadratic expression leads to a value of ν∗ = L
µ′′0

and gives (recalling
µ′′0 = Σ2

℘) the estimate,

P℘({Y ≥ L}) ≤ 2e
−L2N

2Σ2
℘

(1−ε)
.

provided L ≤ Cε where Cε is small. �
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5. Quenched CLT

Now that we have the CLT in average we would like to establish it for a large
class of sequences. Let Σ2

℘ be the variance of the average CLT with respect to
the Bernoulli process with parameter ℘. We wish to show that for P℘ almost all
sequences ω we have the CLT with variance Σ2

℘.
To this end we start with an L2 estimate: assuming that YN is a sequence of

random variables such that Ȳ := limN E℘(YN ) exists and is real, we can compute

E℘(|YN − Ȳ |2) = E℘(|YN |2)− Ȳ 2 + 2Ȳ <(Ȳ − E℘(YN )).

Thus, recalling the notation fω,k := f ◦ Tωk ◦ · · · ◦ Tω1 and the bound (4.5),

E℘
(∣∣∣m(ei

λ√
N

PN−1
k=0 fω,k)− e− 1

2λ
2Σ2

℘

∣∣∣2) = E℘
(
|m(ei

λ√
N

PN−1
k=0 fω,k)|2

)
− e−λ

2Σ2
℘ +O

(
1 + |λ|3√

N

)
.

(5.1)

The first term on the right-hand side can be conveniently reinterpreted by intro-
ducing a product system. That is, consider the maps Tωk ⊕ Tωk : T4 → T4, which
are represented by the block matrices

(
Aωk 0

0 Aωk

)
∈ SL(4,N). Clearly they are

hyperbolic toral automorphisms (although of a higher dimensional torus) which
leave Lebesgue measure invariant. The stable and unstable directions are two di-
mensional. In perfect analogy with the averaged CLT one can define f2(x, y) :=
f(x)− f(y) and study the operator L(2)

iλN−
1
2 f2,℘

(see Section 3). A direct computa-

tion then shows that, calling m2 the normalized Lebesgue measure on T4,

E℘
(
|m(ei

λ√
N

PN−1
k=0 fω,k)|2

)
= E℘

(
m2

(
e
i λ√

N

PN−1
k=0 f2◦(Tωk⊕Tωk )◦···◦(Tω1⊕Tω1 )

))
= m2

([
L(2)

iλN−
1
2 f2,℘

]N1
)
.

By Lemma 4.2 and by (5.1),

E℘
(∣∣∣m(ei

λ√
N

PN−1
k=0 fω,k)− e− 1

2λ
2Σ2

℘

∣∣∣2) ≤ C 1 + |λ|3√
N

.

By Chebyshev inequality the above estimate implies

(5.2) P℘
({∣∣∣m(ei

λ√
N

PN−1
k=0 fω,k)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ ε}) ≤ Cε−2 1 + |λ|3√
N

.

One would then like to prove almost sure convergence by applying a Borel-Cantelli
argument but two problems are in the way: on the one hand the sum over N of
the above bound diverges, on the other hand one wants the limit to hold almost
surely for all λ, that is one has potentially uncountably many sets to deal with.
Both problems can be dealt with by applying Borel-Cantelli to subsequences and
then showing that controlling the limit of such sequences one controls the limit for
each N and λ. First of all, notice that

(5.3)
∣∣∣ei λ√

N

PN−1
k=0 fω,k − ei

λ1√
N

PN−1
k=0 fω,k

∣∣∣ ≤ |λ− λ1|√
N

∣∣∣∣∣
N−1∑
k=0

fω,k

∣∣∣∣∣ .
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On the other hand, notice that the estimate (4.8) in Lemma 4.3 also implies

P℘

({∣∣∣∣∣ 1√
N

N−1∑
k=0

fω,k −
1√

N +M

N+M−1∑
k=0

fω,k

∣∣∣∣∣ ≥ ε
})

= P℘

({∣∣∣∣∣
√

1 +MN−1 − 1√
N +M

N+M−1∑
k=0

fω,k −
1√
N

N+M−1∑
k=N

fω,k

∣∣∣∣∣ ≥ ε
})

≤ P℘

({∣∣∣∣∣ 1
N +M

N+M−1∑
k=0

fω,k

∣∣∣∣∣ ≥ ε

2
√
N +M [

√
1 +MN−1 − 1]

})

+ P℘

({∣∣∣∣∣ 1
M

M−1∑
k=0

fω,k

∣∣∣∣∣ ≥ ε
√
N

2M

})
≤ Ce−CNM

−1ε2 .

(5.4)

Next, consider b ∈ ( 1
2 , 1) and the sets 13 Ak := {2k + [j2bk]}j≤2(1−b)k , Λk := {−k +

jk−1}j≤k2 and Bk := Ak × Λk. For each (N,λ) ∈ Bk let ∆k(N,λ) = {(N1, λ1) ∈
N× R : |N −N1| ≤ 2bk + 1, |λ− λ1| ≤ k−1}. Clearly⋃

(N,λ)∈Bk

∆k(N,λ) ⊃
{

(N,λ) ∈ N× R : 2k ≤ N ≤ 2k+1, |λ| ≤ k
}

=: Jk.

We can then write

P℘

({
sup

(N,λ)∈Jk

∣∣∣m(ei
λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ 4ε

})

≤
∑

(N,λ)∈Bk

P℘

({
sup

(N1,λ1)∈∆k(N,λ)

∣∣∣∣m(e
i
λ1√
N1

PN1−1
l=0 fω,l)− e− 1

2λ
2
1Σ2

℘

∣∣∣∣ ≥ 4ε

})

≤
∑

(N,λ)∈Bk

{
P℘
({∣∣∣m(ei

λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ ε})

+ P℘

({
m

(
sup

(N1,λ1)∈∆k(N,λ)

∣∣∣∣ei λ1√
N1

PN1−1
l=0 fω,l − ei

λ1√
N

PN−1
l=0 fω,l

∣∣∣∣
)
≥ ε

})

+ P℘

({
m

(
sup

(N1,λ1)∈∆k(N,λ)

∣∣∣ei λ1√
N

PN−1
l=0 fω,l − ei

λ√
N

PN−1
l=0 fω,l

∣∣∣) ≥ ε})},
where we have assumed Σ℘k−1 ≤ ε in order to deal with the difference e−

1
2λ

2Σ2
℘ −

e−
1
2λ

2
1Σ2

℘ . For each bounded function g ≥ 0 holds

P℘({g ≥ A}) = EP℘(1{g≥A}) ≥ E℘(m(1{g≥A})1{m(g)≥2A}).

But m(g) ≤ |g|∞m({g ≥ A}) + A, and m(g) ≥ 2A implies m({g ≥ A}) ≥ A|g|−1
∞ .

Thus,

P℘({m(g) ≥ 2A}) ≤ A−1|g|∞P℘({g ≥ A}).

13Here [x] stands for the integer closest to x.
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We can estimate the above expression by

P℘

({
sup

(N,λ)∈Jk

∣∣∣m(ei
λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ 4ε

})

≤
∑

(N,λ)∈Bk

[
P℘
({∣∣∣m(ei

λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ ε})

+ 4ε−1P℘

({
sup

(N1,λ1)∈∆k(N,λ)

∣∣∣∣ei λ1√
N1

PN1−1
l=0 fω,l − ei

λ1√
N

PN−1
l=0 fω,l

∣∣∣∣ ≥ ε

2

})

+ 4ε−1P℘

({
sup

(N1,λ1)∈∆k(N,λ)

∣∣∣ei λ1√
N

PN−1
l=0 fω,l − ei

λ√
N

PN−1
l=0 fω,l

∣∣∣ ≥ ε

2

})]
,

Thus, remembering (5.3),

P℘

({
sup

(N,λ)∈Jk

∣∣∣m(ei
λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ 4ε

})

≤
∑

(N,λ)∈Bk

[
P℘
({∣∣∣m(ei

λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ ε})

+ 4ε−1P℘

({
sup

(N1,λ1)∈∆k(N,λ)

|λ1|

∣∣∣∣∣ 1√
N1

N1−1∑
l=0

fω,l −
1√
N

N−1∑
l=0

fω,l

∣∣∣∣∣ ≥ ε

2

})

+ 4ε−1P℘

({
sup

(N1,λ1)∈∆k(N,λ)

|λ1 − λ|√
N

∣∣∣∣∣
N−1∑
l=0

fω,l

∣∣∣∣∣ ≥ ε

2

})]

≤
∑

(N,λ)∈Bk

[
P℘
({∣∣∣m(ei

λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ ε})

+ 4ε−1
∑

|N1−N |≤2bk+1

P℘

({∣∣∣∣∣ 1√
N1

N1−1∑
l=0

fω,l −
1√
N

N−1∑
l=0

fω,l

∣∣∣∣∣ ≥ ε

4k

})

+ 4ε−1P℘

({
1√
N

∣∣∣∣∣
N−1∑
l=0

fω,l

∣∣∣∣∣ ≥ kε

2

})]
.

Then the estimates (4.8), (5.4) and (5.2) imply, for k ≥ Σ℘ε−1,

P℘

({
sup

(N,λ)∈Jk

∣∣∣m(ei
λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ 4ε

})

≤ C
∑

(N,λ)∈Bk

[
ε−2 1 + |λ|3√

N
+ ε−1

∑
|N1−N |≤2bk+1

e
−C N

|N−N1|
ε2k−2

+ ε−1e−Ck
2ε2

]

≤ Ck22(1−b)kε−1
[
ε−1k32−

k
2 + 2bke−C2k(1−b)ε2k−2

+ e−Cε
2k2
]
,

for which it follows that the sum over k is finite. By Borel-Cantelli it follows that
the above events

{
sup(N,λ)∈Jk

∣∣∣m(ei
λ√
N

PN−1
l=0 fω,l)− e− 1

2λ
2Σ2

℘

∣∣∣ ≥ 4ε
}

happen only
finitely many times with probability one. That is, for each ε > 0, there exists a



QUENCHED CLT 17

random variable Nε : Ω→ N ∪ {∞}, P℘-almost surely finite, such that

sup
|λ|≤log2 N

∣∣∣m(ei
λ√
N

PN−1
k=0 fω,k)− e− 1

2λ
2Σ2

℘

∣∣∣ ≤ ε for N ≥ Nε.

Here we used the fact that, for each fixed N , |λ| ≤ log2N implies (N,λ) ∈ Jblog2 Nc.
Let us call Ω̃ε the bad set of sequences, involving Nε = ∞. It is an increasing set
with decreasing ε, such that P℘(

⋃
ε>0 Ω̃ε) = limε↓0 P℘(Ω̃ε) = 0; the bad set is

independent of ε.
This concludes the proof and establishes the almost sure CLT where almost sure

means that, fixing any Bernoulli measure, the set of the sequences for which we do
not have CLT has zero measure. Note, however, that the limit (more precisely, the
variance) is not constant but depends on ℘. This is natural since the deterministic
limits ℘ = 0 and ℘ = 1 generically have different variances and as ℘ varies, the
variance should interpolate smoothly between these two extremal values, which
indeed is confirmed by Lemma 4.1.
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