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Abstract

We use the Galerkin averaging method to construct a coordinate trans-
formation putting a nonlinear PDE in Poincaré normal form up to a re-
mainder of arbitrary order. The abstract theorem we obtain applies to
quite general quasilinear equations in one or more space dimensions. Ap-
plications to nonlinear wave and heat equations are given. Dynamical
consequences are obtained.
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1 Introduction

In this paper we study the dynamics of a partial differential equation of evolution
type in the neighbourhood of an equilibrium solution. In particular we prove a
theorem allowing to put the equation in Poincaré normal form up to a reminder
of any given order. The key idea is to make a Galerkin cutoff, i.e. to approximate
the original system by a finite dimensional one, to put in normal form the cut-
offed system, and then to choose the dimension of the cut-offed system in such a
way that the error due to the Galerkin cutoff and the error due to the truncation
of the normalization procedure are of the same order of magnitude. The system
one gets is composed by a part which is in normal form and by a remainder
which is small when considered as an operator from a Sobolev space to a Sobolev
space of much smaller order. As a consequence the remainder is a small but
very singular perturbation. Therefore the transformed equations cannot be used
directly to study the dynamics. Neglecting the remainder one gets a normalized
system whose solutions are approximate solutions of the complete system.

Concerning true solutions the situation is different in the parabolic and in the
hyperbolic case. In the parabolic semilinear case we show that any true solution
with small initial data remains forever close to an approximate solution. In the
hyperbolic case we show that a solution with an initial datum of size R � 1
remains very close to an approximate solution for times of order R−1.
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We also consider the case where the equations are Hamiltonian. We show
that the normalization is compatible with the Hamiltonian structure and that
the normal form obtained is the Birkhoff normal form of the system. The same
ideas can be used to deal with the case of different preserved structures, for
example with volume preserving equations. The result on Hamiltonian systems
was announced in [Bam03c].

The abstract theorem is applied to two concrete cases: a quasilinear wave
equation in dimension n with periodic or Dirichlet boundary conditions on a
parallelepiped, and a nonlinear heat equation on a segment. The abstract theo-
rem could also be used to deal with modulation equations (see [BCP02, PB05]).
Here however we avoid such an application since a precise discussion would re-
quire a detailed analysis of the particular models dealt with. Applications to
further specific models will be presented elsewhere.

The present result is closely related to the main result of [Bam03a] where
some approximate integrals of motion where constructed for nonresonant Hamil-
tonian PDEs. The results of [Bam03a] are also corollaries of our main theorem;
on the contrary the techniques of [Bam03a] cannot be used to deal neither with
the non Hamiltonian case nor with the Hamiltonian resonant case (e.g. wave
equation with periodic boundary conditions).

A result stronger than the present one was obtained in [BG04] (see also
[Bam03b, BG03]), where e quite general normal form theorem for Hamiltonian
PDEs was proved. The theorem of [BG04] allows to control the dynamics for
time scales much longer than those considered in the present paper. However
the theory of [BG04] applies to a more particular class of PDEs. In particular
it does not apply to the case of PDEs in which the nonlinearity contains dif-
ferential operators and to the general case of equations in more than one space
dimensions.

Finally we recall the papers [Sha85, MS02, SV87, Pal96, Kro89] which have
a strong relation with the present paper.

Plan of the paper. In sect. 2 we state our main normal form theorem and
present its applications to concrete models. In sect. 3 we present the dynamical
consequences of the theory, and also its applications to concrete models. Finally
in sect. 4 we give the proof of the normal form theorem.

Acknowledgement. This work was partially supported by the MIUR project
‘Sistemi dinamici di dimensione infinita con applicazioni ai fondamenti dinamici
della meccanica statistica e alla dinamica dell’interazione radiazione materia’.
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2 Normal Form

2.1 Poincaré normal form

For s ≥ 0 consider the real Hilbert space `2s of the sequences x ≡ {xj}j∈Z̄,
Z̄ := Z− {0}, such that

‖x‖2s :=
∑
j∈Z̄

|j|2s|xj |2 < ∞ , (2.1)

and let Bs(R) be the open ball of radius R and center 0 in `2s.
In `2s, with s ≥ s0, consider the system

ẋ = X(x) (2.2)

where X is a vector field having an equilibrium point at 0, i.e. fulfilling X(0) = 0.
Having fixed a positive integer r, we assume

(r-S) There exists d = d(r) with the following properties: for any s ≥ s0 there
exists an open neighborhood of the origin Us+d ⊂ `2s+d such that X ∈
Cr+2(Us+d, `

2
s).

Write
X(x) = Lx + P (x) , (2.3)

with
L := dX(0) .

Denote by ej ∈ `2s the vector with all components equal to zero but the j-th
one which is equal to 1. We assume

(DL) The linear operator L leaves invariant the spaces Span(e−j , ej) for all
j’s.

Remark 2.1. The operator L has pure point spectrum. We will denote by
λ−j , λj the eigenvalues of the restriction of L to Span(e−j , ej). Remark also
that λ∗j = λ−j .

For simplicity we will also assume that L is diagonalizable. Concerning the
eigenvalues we assume

(r-NR) There exist α = α(r) and γ = γ(r) > 0 such that

either
N∑

j=−N

λjkj − λi = 0 or

∣∣∣∣∣∣
N∑

j=−N

λjkj − λi

∣∣∣∣∣∣ ≥ γ

Nα
, (2.4)

for any N , any k ∈ N2N with 1 ≤ |k| ≤ r + 1 and any i ∈ Z̄ with
|i| ≤ N .
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Definition 2.2. A vector field Z will be said to be in normal form if

[Z,Lx] = 0 , (2.5)

with the Lie brackets [F,G] of two vector fields defined in the usual way, namely
by

[F,G] := dF G− dG F . (2.6)

Remark 2.3. Complexifying the phase space one can introduce a basis in which
the operator L is diagonal. After the introduction of such a basis consider the
basis for the space of polynomials given by the monomials

Pk,i(z) := zkei , k = (...k−l, ..., k−1, k1, ..., kl, ...) , (2.7)

zk := ...z
k−l

−l ...z
k−1
−1 zk1

1 ...zkl

l ... (2.8)

Then, a polynomial map Z is in normal form if and only if, writing Z(z) =∑
k,i Zk

i Pk,i(z) one has that Zk
i 6= 0 implies∑

j

λjkj − λi = 0 . (2.9)

Theorem 2.4. Fix r, assume (r-S,DL,r-NR), then there exist constant s′, s1,
with the following properties: for any s ≥ s1 there exists Rs > 0 such that for
any R < Rs there exists an analytic transformation T : Bs(R/2) → Bs(R) that
puts the system in normal form up to order r. Precisely, in the coordinates y
defined by x = T (y), the system turns out to be

ẏ = Ly + Z(y) +R(y) (2.10)

where Z(y) is a smooth polynomial of degree r + 1 which is in normal form.
Moreover, the following estimates hold

sup
‖x‖s≤R

‖Z(x)‖s ≤ CsR
2− 1

2r , ∀R < Rs (2.11)

sup
‖x‖s+s′≤R

‖R(x)‖s ≤ CsR
r+3/2 , ∀R < Rs+s′ (2.12)

sup
‖x‖s≤R

‖x− T (x)‖s ≤ CsR
2− 1

2r , ∀R < Rs (2.13)

In the proof we will give an algorithm allowing to construct explicitly the
normal form. It coincides with the classical algorithm by Poincare applied to a
2N–dimensional Galerkin truncation of the system with a suitable R dependent
integer N .
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Remark 2.5. If P has a zero of order θ + 1 at x = 0 then it turns out that
also the normal form has a zero of the same order. Moreover in such a case the
estimate (2.10) is substituted by

sup
‖x‖s≤R

‖Z(x)‖s ≤ CsR
θ+1− 1

2r , ∀R < Rs

2.2 Hamiltonian case: Birkhoff normal form

In this section we consider the case where the system is Hamiltonian and the
equilibrium point is elliptic. We will show that the normal form obtained is
actually the Birkhoff normal form of the system, i.e. the normalizing transfor-
mation is canonical and the normalized system is Hamiltonian. With the same
ideas one can deal with the case of different structures, for example with the
case of volume preserving systems.

Thus endow the space `2s with the symplectic structure
∑

l dxl ∧ dx−l and
consider a Hamiltonian system with Hamiltonian function H which is smooth
as a function from a neighbourhood of the origin in `2s to R. Assume that it
has a zero of second order at the origin, and that the corresponding Hamilto-
nian vector field fulfills assumption (r-S). Let H0 be the quadratic part of the
Hamiltonian (H0(x) = 1

2 < d2
xH;x, x >). We assume that the coordinates are

such that

H0(x) :=
∑
l∈Z̄

ωl

x2
l + x2

−l

2
, ωl ∈ R (2.14)

in particular one has that the equilibrium point is elliptic. Then it is easy to
see that assumption (DL) is fulfilled by the Hamiltonian vector field XH0 of H0.
Assumption (r-NR) is equivalent to

(r-NRH) There exist γ > 0, and α ∈ R such that for any N large enough one has

either
N∑

l=1

ωlkl = 0 or

∣∣∣∣∣
N∑

l=1

ωlkl

∣∣∣∣∣ ≥ γ

Nα
, (2.15)

for any k ∈ ZN , with |k| ≤ r + 2.

Then theorem 2.4 applies and the Hamiltonian vector field can be put in normal
form.

Theorem 2.6. Under the above assumption the normalizing transformation T
is canonical, and one has

H ◦ T = H0 + HZ + HR (2.16)

where {HZ ,H0} = 0, the Hamiltonian vector fields of HZ and HR are the fields
Z and R of (2.10).

5



The proof consists in showing that all the steps of the proof of theorem 2.4
are compatible with the Hamiltonian structure (for the details see section 4).

Remark 2.7. In the nonresonant case ω · k 6= 0 for k 6= 0 it is well known that
the function HZ depends on the actions

Il =
x2

l + x2
−l

2

only. Therefore such quantities are integrals of motion for the normalized sys-
tem.

2.3 Applications

2.3.1 Wave Equation

Fix an n-dimensional vector a = (a1, ..., an) ∈ Rn with ai > 0 and consider the
n dimensional torus Tn

a with sides of length Li ≡ 2π/
√

ai, namely

Tn
a :=

R
L1Z

× R
L2Z

...× R
LnZ

and the nonlinear wave equation

utt −∆u + mu− bij(x, u,∇u)∂i∂ju + g(x, u,∇u) = 0 . x ∈ Tn
a (2.17)

where we used the summation convention for the indexes i, j = 1, ..., n, we
denoted by ∇u ≡ (∂1u, ..., ∂nu) the derivatives of u with respect to the space
variables, and bij , g are functions of class C∞ (and periodic in the x variables).
Moreover we assume that the bij ’s vanish for u = ∇u = 0 and g has a zero of
second order at the same point.

Expand u in Fourier series in the space variable, namely write

u(x, t) =
∑
j∈Zn

uj(t)

(
n∏

i=1

a
1/4
i√
2π

)
ei
√

aij·x , (2.18)

so that (2.17) is converted into the infinite system

üj + ω2
j uj = Pj(u) , j ∈ Z̄

where P has a zero of order at least 2 at u = 0, and

ωj :=
√

µj + m , µj := a1j
2
1 + a2j

2
2 + ... + anj2

n . (2.19)

Remark 2.8. The linear system is Hamiltonian and has the form (2.14). For
any index j 6= 0 the corresponding frequency has a multiplicity w between 2
and 2n, in the sense that there are at least w oscillators with such a frequency.
Indeed the frequency does not change if ji is changed into −ji thus the system
is always resonant also in a Hamiltonian sense.
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To fit the abstract scheme we enumerate the eigenvalues µj of the Laplacian
by integers indexes j ∈ N in such a way that the µj ’s form a non decreasing
sequence. Passing to the corresponding first order system one gets a system of
the form (2.2).

It is clear that the space Ps is isomorphic to H s̃+1 ⊕H s̃ with s̃ = ns/2.
The nonresonant condition depends on the choice of the vector a. Assume

that a fulfills the condition

• There exist τ1 and γ1 > 0 such that, for any j ∈ Zn, one has

either a · j = 0 , or |a · j| ≥ γ1

|j|τ1

Which holds for example in the case where all the aj ’s are equal or in the case
where they form a Diophantine vector. From now on we assume that a is fixed
and fulfills the above condition. The following theorem is a simple variant of
theorem 3.1 of [Bam03a].

Theorem 2.9. Fix b > 0, then there exists a subset J ⊂ [0, b] of measure b
such that, if m ∈ J , then the frequencies ωj fulfill the assumption (r-NRH)
for any r. Moreover, if a is Diophantine then the frequencies {ωj}j∈Nn are
nonresonant.

Concerning assumption (r–S) it is an immediate consequence of Sobolev
embedding theorem. Then the system can be put in normal form up to any
finite order. Moreover, if the system is Hamiltonian, according to theorem 2.6
the normal form coincides with the Birkhoff normal form of the system.

Remark 2.10. Define the quantities

Jl :=
∑

j:ωl=ωj

Ij . (2.20)

If a is Diophantine and the system is Hamiltonian such quantities are integrals
of motion for the normalized system.

An interesting subcase in is that of Dirichlet boundary conditions. Denote by
Ω the parallelepiped of sides Li/2, and consider equation (2.17) with Dirichlet
boundary conditions in Ω.

It is well known [Bre83] that the solution (u, v = u̇) of the linear wave equa-
tion belongs to H s̃+1×H s̃ if and only if the initial datum fulfills the compatibility
conditions

(−∆)j u
∣∣
∂Ω

= 0 , 0 ≤ j ≤
[

s̃
2

]
, (2.21)

(−∆)j v
∣∣
∂Ω

= 0 , 0 ≤ j ≤
[

s̃+1
2

]
− 1 . (2.22)

Thus we consider the phase space Fs of the functions H s̃+1 × H s̃ fulfilling
the compatibility conditions (2.21,2.22), which coincides with the space of the
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functions of class H s̃+1 ×H s̃ on the torus Tn
a which are skew symmetric with

respect to each of the variables.
By introducing the (normalization) of the basis formed by the functions∏n

i=1 sin(
√

aijixi) and relabeling the indexes by integer numbers one gets an
isomorphism of Fs with `2s.

In this case it is particularly interesting to deal with the Hamiltonian case.
We assume that the functions bij and g are independent of x and that there
exists a C∞ function W = W (u, s1, ..., sn) such that

bij(u, s1, ..., sn) =
∂2W

∂si∂sj
(u, s1, ..., sn) , g =

∂W

∂u
− ∂2W

∂u∂sk
∂ku ,

so that the Hamiltonian function of the system is given by

H(u, v) =
∫

Ω

[
v2

2
+
‖∇u‖2

2
+

mu2

2
+ W (u,∇u)

]
dnx , (2.23)

where we denoted by ‖ . ‖ the Euclidean norm of a vector of Rn.
It is easy to see that if W is even in each of its arguments then the smoothness

assumption (r–S) is fulfilled for each r. Moreover, if the vector a is Diophantine
then, by theorem 2.9 the frequencies are nonresonant (in a Hamiltonian sense)
for m belonging to a set of full measure. Thus the theorem 2.6 applies and the
system can be put in Birkhoff normal form up to any finite order. Moreover the
normal form depends on the actions only, which therefore are expected to be
approximate constant of motion.

2.3.2 A heat equation

On the segment [0, π] consider the nonlinear heat equation

ut = uxx − V (x)u + f(x, u) , (2.24)
u(0) = u(π) = 0 (2.25)

The appropriate phase space for the system is the space Fs of the functions
u ∈ Hs([0, π]) that extend to 2π periodic skew symmetric functions of class
Hs. Similarly it can be defined as the space of the Hs functions fulfilling
compatibility conditions of the kind of (2.21,2.22). The resonance relations
fulfilled by the eigenvalues of ∂xx − V strongly depend on the potential V .
Corresponding to most of the small amplitude smooth potentials there are no
resonances among the frequencies. To give the precise statement fix σ > 0 and,
for any positive ρ � 1 consider the space Vρ of the potentials defined by

Vρ :=

V (x) =
∑
k≥1

vk cos kx | v′k := ρ−1eσk ∈
[
−1

2
,
1
2

]
for k ≥ 1

 (2.26)

that we endow with the product probability measure. Thus the potentials we
consider are small and analytic. In [BG04] the following theorem was proved
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Theorem 2.11. For any r there exists a positive ρ and a set S ⊂ Vρ of measure
one such that property (r-NR) holds for any potential V ∈ S, and moreover

N∑
j=1

λjkj − λi 6= 0 , k 6= 0

Assuming that the function f is smooth and that f(x, u(x)) extends to C∞

odd function whenever u is C∞ and odd, also the smoothness condition is
fulfilled, and thus the system can be put in normal form up to a remainder of
arbitrary order. Moreover the normal form just coincides with the linear part
of the system.

Remark 2.12. If V ≡ 0 and f is independent of x one can show that the same re-
sult holds. In this case, using the techniques by Nikolenko [Nik86], one can show
that the normal form actually converges, i.e. the remainder can be completely
removed.

Remark 2.13. In the present case the eigenvalues of the linearized system are
in the so called Poincaré domain, and therefore in the finite dimensional case
one has that the system can be reduced to its normal form by an analytic
transformation. Similar results have been obtained also for some PDEs (see
[FS87, FS91]), however a general theorem is still missing. Work is in progress
in this direction.

3 Dynamics

We will use the normal form to construct an approximate solution of the system.
The approximate solution is quite easy to be used in the semilinear case, while
in the quasilinear case this is nontrivial. Thus in the quasilinear case we will
present a scheme leading to a quite general but weaker result.

3.1 Semilinear case

By semilinear case we mean the case in which the system has the form (2.3),
i.e.

ẋ = Lx + P (x)

with P ∈ C∞(`2s, `
2
s) for any s ≥ s0.

Furthermore, in order to ensure that the system does not leave the domain
of validity of the normal form in a time of order 1 we assume that L generates
a semigroup of contractions, precisely, denoting by eLt the semigroup generated
by A, we assume that ∥∥eLt

∥∥
`2s,`2s

≤ e−νt , ∀s ≥ s0 , (3.1)

with ν = ν(s) ≥ 0.
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Remark 3.1. By Segal theory the Cauchy problem for the complete nonlinear
system is well posed.

Fix a large s and consider the Cauchy problem for the normalized equations

ẏ = Ly + Z(y) , (3.2)
y(0) = y0 ∈ `2s+s′ (3.3)

let {y(t)}t∈[0,T ] be the corresponding solution, and assume that

‖y(t)‖s+s′ ≤ R < Rs+s′ , ∀t ∈ [0, T ] (3.4)

(where Rs+s′ is defined in theorem 2.4).

Remark 3.2. If ν > 0 then it is easy to see, by parabolic estimates, that if (3.4)
is fulfilled at t = 0 then it is also fulfilled for all positive times. When ν = 0
there always exists a T0 > 0 such that if ‖y0‖s+s′ ≤ R/2 then (3.4) is fulfilled for
t ∈ [0, T0/R]. In general, when ν = 0, it is worth to study the time of validity
of (3.4) case by case in order to improve T0.

Define the approximate solution ζ(t) := T (y(t)) and an exact solution x(t)
of the original system with initial datum x0 close to ζ0 := T (y(0)).

We have the following

Corollary 3.3. Assume ν > 0, and R small enough, and

‖x0 − ζ0‖s ≤ Rr+3/2 (3.5)

then for all positive t one has

‖x(t)− ζ(t)‖s ≤ Rr+3/2 (3.6)

Corollary 3.4. Assume ν = 0, and R small enough. If

‖x0 − ζ0‖s ≤ Rr+1/2 (3.7)

then for all t fulfilling |t| < T one has

‖x(t)− ζ(t)‖s ≤ 2Rr+1/2 (3.8)

where T is any positive time such that (3.4) holds.

Proof. The function ζ(t) fulfills the equation

ζ̇ = X(ζ)− R̃(t) (3.9)

where R̃(t) := (T −1∗)(ζ(t)) and therefore

sup
t∈[0,T ]

∥∥∥R̃(t)
∥∥∥

s
≤ CRr+3/2 . (3.10)
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Denote δ(t) := x(t)− ζ(t). Then δ fulfills the equation

δ̇ = Aδ + [P (ζ(t) + δ)− P (ζ(t))] + R̃(t)

Then, using the formula of variation of the arbitrary constants the smoothness
of P , the fact that it has a zero of second order at the origin and the estimate
(3.10) one gets

‖δ(t)‖s ≤ e−νt ‖δ0‖+ C

∫ t

0

Re−ν(t−s)
(
‖δ(s)‖+ Rr+1/2

)
ds (3.11)

which, using Gronwall Lemma gives

‖δ(t)‖s ≤ e−(ν−CR)t ‖δ0‖s +
1− e−(ν−CR)t

ν −RC
CRr+3/2 (3.12)

from which the thesis of both corollaries follows.
Corollary 3.3 directly applies to the nonlinear heat equation (2.24). A further

result one can deduce on this equation is the following

Theorem 3.5. Fix r ≥ 1, consider the Cauchy problem for the system (2.24,2.25)
with initial datum u0,

‖u0‖s := ε � 1

and s large enough. Then, for all positive times, the corresponding solution
fulfills

‖u(t)− ζ(t)‖s−s′ ≤ Cεr+3/2

where ζ(t) is the approximate solution constructed above.

Corollary 3.4 directly applies to the nonlinear wave equation (2.17) when
the coefficients bij vanish identically.

In the Hamiltonian case the following result plays a relevant role

Proposition 3.6. Let Φ ∈ C∞(`2s) (s large enough) be an integral of motion
for the system in normal form, and let x(t) be a solution of the complete system
with initial datum in Bs+s′(R), R small enough and w(t) := T −1(x(t)), then
one has

|Φ(w(t))− Φ(w(0))| ≤ C sup
y∈Bs(R)

‖dΦ(y)‖ |t|Rr+3/2 (3.13)

for all times t smaller than the escape time of x(t) from Bs+s′(R).

In general one can bound the escape time from below by T0/Rθ, if the
perturbation P has a zero of order θ + 1 at the origin.
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3.2 Quasilinear case

Denote by B(`2s+d, `
2
s) the space of bounded linear operators from `2s+d to `2s and

assume that the system is quasilinear, namely that it has the form

ż = A(z)z + g(z) , (3.14)

where

(Q1) There exists d, and, for any s ≥ s0 a positive Rs+d, such that the map

Bs+d(Rs+d) 3 z 7→ A(z) ∈ B(`2s+d, `
2
s)

is of class C∞. Moreover g is smooth, i.e. g ∈ C∞(Bs+d(Rs+d), `2s+d).

For any R small enough and any positive T , consider the set of the functions
ζ ∈ C0([0, T ], `2s+d) ∩ C1([0, T ], `2s) fulfilling

sup
t∈[0,T ]

‖ζ(t)‖s+d + sup
t∈[0,T ]

∥∥∥ζ̇(t)
∥∥∥

s
≤ R (3.15)

and the linear time dependent equation

ẋ = A(ζ(t))x (3.16)

(Q2) There exists θ ≥ 1 such that the evolution operator U(t, s) associated to
equation (3.16) exists and fulfills the estimate

sup
0≤t≤τ≤T

‖U(t, τ)‖`2s+d→`2s+d
≤ MeβRθT , (3.17)

with some constants M,β independent of ζ, T, R.

(Q3) g has a zero of order at least θ + 1 at the origin.

Remark 3.7. If one adds some technical assumptions then it becomes possible
to apply Kato’s theory [Kat75] in order to ensure well posedness of the Cauchy
problem.
Here we prefer to assume well posedness, thus we add

(Q4) The Cauchy problem is well posed in `2s for any s large enough and any
initial datum small enough.

As in the previous subsection let y(t) be the solution of the Cauchy problem
for the normalized system (3.2,3.3), and denote ζ(t) := T (y(t)) the approximate
solution.

Proposition 3.8. Assume (Q1–Q4) and R small enough. Let x0 ∈ Bs+s′(R)
be such that

‖x0 − ζ0‖s ≤ Rr+1/2 . (3.18)
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Then, there exists T0 > 0 s.t.

‖x(t)‖s+s′ ≤ 2R , for |t| ≤ T0/Rθ (3.19)

moreover, for any T1 > 0 one has

‖x(t)− ζ(t)‖s ≤ Rr+1/2 , ∀|t| ≤ T1

Rθ−1/2r
(3.20)

Proof. First (following [Bam03a]) we prove the existence of a T1 such that x(t) ∈
Bs+s′(2R) for |t| ≤ T1/Rθ.

By standard continuation argument x(t) can be continued at least until

‖x(t)‖s+s′ < 2R (3.21)

holds. Let T̄ be the first time at which (3.21) is violated, then one has
∥∥x(T̄ )

∥∥
s+s′

=
2R. Denote gx(t) := g(x(t)). So, x(t) fulfills the “linear” equation

ẋ = Ax(t)x + gx(t), 0 ≤ t ≤ T̄ (3.22)

where the estimate (3.17) holds until time T̄ . By theorem 2 of [Kat75] (which
follows from the formula of variation of constants) the solution of (3.22) satisfies
the estimate

2R =
∥∥x(T̄ )

∥∥
s+s′

≤ Meβ(2R)θT̄
(
‖x0‖s+s′ + CRθ+1T̄

)
which, provided ‖x0‖s+s′ /R is small enough, implies T̄ > T0/Rθ. Thus (3.19)
is proved.

Denote now w(t) := T −1(x(t)); by the normal form theorem one has w(t) ∈
Bs+s′(3R) for the considered times, thus it fulfills

ẇ = Lw + Z(w) +R(t) (3.23)

with
‖R(t)‖s ≤ CRr+3/2 .

denote now δ := w − y, it fulfills the equation

δ̇ = Lδ + Z(y(t) + δ) +R(t) (3.24)

from which, using the smoothness of Z and the estimate of eLt (which follows
from (Q2)) one gets

‖δ(t)‖s ≤ M ‖δ0‖s +
∫ t

0

M
(
CRθ−1/2r + CRr+3/2

)
ds (3.25)

which implies

‖δ(t)‖s ≤ M ‖δ0‖s eCRθ−1/2rt + CRr+1/2eCRθ−1/2rt

and the thesis.
It is also easy to see that proposition 3.6 holds also in this quasilinear case.

Precisely one has the following
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Proposition 3.9. Let Φ ∈ C∞(`2s) (s large enough) be an integral of motion
for the system in normal form, and let x(t) be a solution of the complete system
with initial datum in Bs+s′(R), R small enough and w(t) := T −1(x(t)), then
one has

|Φ(w(t))− Φ(w(0))| ≤ C sup
y∈Bs(R)

‖dΦ(y)‖ |t|Rr+3/2 (3.26)

for all times t smaller than the escape time of x(t) from Bs+s′(R). Moreover
if the initial datum belongs to Bs+s′(R/2) there exists T0 such that the escape
time Te is bounded by

|Te| >
T0

Rθ
.

The theory of this section applies to the nonlinear wave equation (2.17).
Indeed in ref. [Bam03a] the following theorem was proved

Theorem 3.10. Under the assumptions of section 2.3 the system (2.17) fulfills
assumptions (Q1-Q4) of subsection 3.2.

Moreover if the system is Hamiltonian then in the case of periodic boundary
conditions one can show that the quantities (2.20) are approximate integrals of
motion for the system in the sense of proposition (3.9). In the case of Dirichlet
boundary conditions all the actions are approximate integrals of motion. In this
case a further conclusion can be extracted on the dynamics, indeed the level
surface of the approximate integrals of motion is an infinite dimensional torus
and the following result holds

Corollary 3.11. Consider the system with Hamiltonian (2.23), under the as-
sumptions of subsection 2.3.1. Fix r, then there exist s′, s∗ and, for any s ≥ s∗
there exist constants εs, T0 such that the following holds true. For any initial
datum ζ0 = (u0, v0) fulfills

ε := ‖ζ0‖s ≤ εs , (3.27)

then there exists an infinite dimensional torus T such that one has

ds−s′(ζ(t), T) ≤ Cεr+3/2−θ (3.28)

for all times

|t| ≤ T0

εθ
(3.29)

This theorem was already proved, with a different techniques in [Bam03a].
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4 Proofs

Denote by r∗, a number for which assumptions (r-S) and (r-NR) are fulfilled
with r = r∗ and fix it once for all (it represents the number of normal form
steps we will to perform).

In what follows we will use the notation

a � b

to mean: There exists a positive constant C independent of R and of N such
that

a ≤ Cb .

4.1 Cutoffs

Expand the perturbation P in Taylor series up to order r∗ + 1,

P =
r∗∑

l=1

Pl +R∗

where Pl are homogeneous polynomial of degree l +1, and R∗ is the remainder.
We will denote

X∗(x) := Lx +
r∗∑

l=0

Pl(x) .

Remark 4.1. Due to assumption (r–S) the linear operator L is bounded from
`2s+d to `2s.
Remark 4.2. The polynomials Pl are entire analytic functions, and therefore,
introducing the complexification `2,C

s of `2s, one has that for any s large enough
there exists a constant Cs such that

‖Pl(x)‖s ≤ Cs ‖x‖l+1
s+d , ∀x ∈ `2,C

s ,

To make the Galerkin cutoff fix a large N that will eventually be related to
R, introduce the projector ΠN defined by having fixed a positive integer number
N ,

ΠN (x−∞, ..., x−1, x1, ..., x∞) := (..., 0, 0, x−N , ..., x−1, x1, ..., xN , 0, 0, ...) ,

and put

X] := L] +
r∗∑

l=1

Xl ≡ L] + F (0) , (4.1)

with
L] := ΠNLΠN , Xl := ΠNPl ◦ΠN . (4.2)

The system (4.1) is the one we will put in normal form. Remark that

X = X] + (X∗ −X]) +R∗ . (4.3)

We estimate now the terms we neglect.
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Lemma 4.3. For any s ≥ s0 there exists a domain U (0)
s ⊂ `2,C

s such that, for
any σ > 0, and any N ≥ 0, one has

‖R∗(x)‖s � ‖x‖r∗+1
s+d , ∀x ∈ U (0)

s+d

(4.4)

‖X∗(x)−X](x)‖s �
‖x‖s+σ+d

Nσ
, ∀x ∈ `2s+d+σ .

Proof. First remark that

‖ 1l−ΠN‖s+σ→s =
1

Nσ
. (4.5)

and that
X∗ −X] = ( 1l−ΠN )X∗ + ΠN (X∗ −X∗ ◦ΠN ) .

The first term at right hand side is easily estimated by (4.5). The second term is
estimated by the remark that X∗ is Lipschitz (with Lipschitz constant estimated
by the norm of its differential), thus

sup
x∈U(0)

s+d

‖X∗(x)−X∗(ΠNx)‖s

≤ sup
x∈Us+d

‖dX∗(x)‖s+d→s ‖ 1l−ΠN‖s+d+σ→s+d ‖x‖s+d+σ �
1

Nσ
‖x‖s+σ+d

The estimate of R∗ is obtained by applying Lagrange estimate of the remainder
of the Taylor expansion.

System (4.1) is finite dimensional, so the standard theory applies. However in
order to be able to deduce meaningful results on the original infinite dimensional
system the estimates we need have to be quite precise. To this end some tools
are needed. They will be introduced in the next subsection.

4.2 The modulus of a polynomial and its norm

As a preliminary step we complexify the space and introduce the basis in which
the operator L] is diagonal and the corresponding basis for the space of the
polynomials.

From now on we will use only the complexifyed phase space and the basis in
which the operator L] is diagonal. A point of the phase space will be denoted by
z. Moreover, in C2N we will continue to use the norms defined by (2.1). We
will denote by Bs(R) ⊂ C2N the ball of radius R in the norm of `2,C

s .

To introduce the norm we will use, consider an `2,C
s valued polynomial func-

tion F , and expand it on the basis Pk,i, namely write

F (z) =
∑
k,i

F k
i Pk,i(z) =

∑
k,i

F k
i zkei .
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Definition 4.4. Following Nikolenko [Nik86] we define the modulus bF e of F
by

bF e :=
∑
k,i

|F k
i |Pk,i . (4.6)

Lemma 4.5. Let F : C2N → C2N be a homogeneous polynomial of degree r.
For any couple of positive numbers s, s1 one has

sup
‖z‖s≤1

‖bF e (z)‖s1
≤ (2N)

3r+1
2 sup

‖z‖s≤1

‖F (z)‖s1
(4.7)

Proof. First remark that

F k
i =

1
k!

∂|k|Fi

∂zk

∣∣
z=0

,

Fi(z) being the i-th component of F (z) and k! := k−N !...kN !. We aim to use
Cauchy inequality to estimate F k

i . To this end it is useful to introduce a family
of auxiliary norms in C2N . They are given by

‖z‖∞s := sup
j
|j|s |zj | . (4.8)

Remark that ‖z‖∞s ≤ R is equivalent to

|zj | ≤ R|j|−s =: Rj .

Thus, from Cauchy inequality applied to a function from C2N endowed by the
norm (4.8) to C one has ∣∣F k

i

∣∣ ≤ 1∏
j R

kj

j

sup
‖z‖∞s ≤R

|Fi(z)|

which implies ∣∣F k
i

∣∣ |zk| ≤ sup
‖z‖∞s ≤R

|Fi(z)| , ∀k, i

Summing over k ∈ N2N , and taking into account that there are (2N)r different
values of k with |k| = r, one immediately has

sup
‖z‖∞s ≤1

‖bF e (z)‖∞s1
≤ (2N)r sup

‖z‖∞s ≤1

‖F (z)‖∞s1
. (4.9)

Using the relation between the auxiliary norm and the `2s norm, namely

‖z‖∞s ≤ ‖x‖s ≤
√

2N ‖z‖∞s ,

one gets the thesis.
By remarks 4.1 and 4.2 one has
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Corollary 4.6. The polynomials {Xl}r∗
l=0 (cf. (4.2)) fulfill the estimate

sup
‖z‖s≤R

‖bXle (z)‖s � Nd+ 3l+4
2 Rl+1 , l ≥ 1 (4.10)

From now on we fix the index s of the norm.

Definition 4.7. Let F be a vector field analytic in a ball of radius R in the
norm `2,C

s ; we will use the notation

|F |R := sup
‖z‖s≤R

‖bF e (x)‖s (4.11)

The space of the C2N valued functions which are analytic and bounded on the
ball ‖z‖s < R will be denoted by AR. The norm (4.11) makes it a Banach
space.

By corollary 4.6 one has F (0) ∈ AR for all R small enough, and

|F (0)|R � Nα1R2 , (4.12)

with
α1 = d(r∗) +

3r∗ + 7
2

. (4.13)

4.3 Normalization

In order to normalize the system we will use the method of Lie transform which
enables to deal with the case of a preserved structure.

Thus, given an auxiliary vector field W we consider the auxiliary differential
equation

ż = W (z) (4.14)

and denote by φt the flow it generates. Moreover denote φ := φ1 ≡ φt

∣∣
t=1

.

Definition 4.8. The map φ will be called the Lie transform generated by
W .

Remark 4.9. Given an analytic vector field F , consider the differential equation

ż = F (z) . (4.15)

Define φ∗F by
(φ∗F )(y) := dφ−1(φ(y))F (φ(y)) (4.16)

then, in the variables y defined by z = φ(y), the differential equation (4.15)
takes the form

ẏ = (φ∗F )(y) (4.17)
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Remark 4.10. Using the relation

d

dt
φ∗t F = φ∗t [W,F ]

it is easy to see that, at least formally, one has

φ∗F =
∞∑

l=0

Fl , (4.18)

with Fl defined by

F0 := F , Fl :=
1
l

[W,Fl−1] , l ≥ 1 . (4.19)

To come to an estimate of the terms involved in the series (4.18) we start
with the following

Lemma 4.11. Let F,G ∈ AR be two analytic maps, then, for any positive
d < R, one has [F,G] ∈ AR−d and

|[F,G]|R−d ≤
2
d
|F |R |G|R (4.20)

Proof. Simply remark that

‖b[F,G]e‖s = ‖bdF G− dG F e‖s ≤ ‖bdF Ge‖s + ‖bdGF e‖s

≤ ‖d bF e bGe‖s + ‖d bGe bF e‖s .

Then the Cauchy inequality gives ‖d bF e(z)‖s ≤ |F |R/d for any z with ‖z‖s ≤
R− d. Thus one gets

‖d bF e bGe‖s ≤
1
d
|F |R|G|R .

estimating the other term in the same way one gets the thesis.
We estimate now the terms of the series (4.18,4.19) defining the Lie trans-

form.

Lemma 4.12. Let F ∈ AR and W ∈ AR be two analytic maps; denote by Fn

the maps defined recursively by (4.19); then, for any positive d < R, one has
Fn ∈ AR−d, and the following estimate holds

|Fn|R−d ≤ |F |R

(
2e

d
|W |R

)n

. (4.21)
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Proof. Fix n, and denote δ := d/n, we look for a sequence C
(n)
l such that

|Fl|R−δl ≤ C
(n)
l , ∀l ≤ n .

By (4.20) this sequence can be defined by

C
(n)
0 = |F |R , C

(n)
l =

2
lδ

C
(n)
l−1 |χ|R =

2n

ld
C

(n)
l−1 |χ|R .

So one has

C(n)
n =

1
n!

(
2n |χ|R

d

)n

|F |R .

Using the inequality nn < n!en, which is easily verified by writing the iterative
definition of nn/n!, one has the thesis.
Remark 4.13. Let W ∈ AR be an analytic map. Fix d < R. Assume

sup
‖z‖s≤R

‖W (z)‖s < d

and consider the corresponding time t flow φt. Then, for |t| ≤ 1, one has

sup
‖z‖s≤R−d

‖φt(z)− z‖s ≤ sup
‖z‖s≤R

‖W (z)‖s < d (4.22)

Lemma 4.14. Consider W as above and let F ∈ AR be an analytic map. Fix
0 < d < R assume sup‖z‖s≤R ‖W (z)‖s < d/3, then one has

sup
‖z‖s≤R−d

‖φ∗F (z)‖s ≤ 2 sup
‖z‖s≤R

‖F (z)‖s

Lemma 4.15. Let F ∈ AR be a polynomial map of degree r + 1. There exists
W,Z ∈ AR with Z in normal form such that

[L],W ] + F = Z (4.23)

Moreover Z and W fulfill the estimates

|W |R ≤ Nα

γ
|F |R , |Z|R ≤ |F |R (4.24)

Proof. Since we are using the coordinates in which the operator L] is diagonal,
one has

[L], Pk,i] = (λ · k − λi)Pk,i (4.25)
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thus, writing F =
∑

k,i F k
i Pk,i, one defines

Z :=
∑
RS

F k
i Pk,i , W =

∑
RSc

F k
i

λ · k − λi
Pk,i

where the resonant set RS is defined by

RS :=
{
(k, i) ∈ N2N × (−N, ..., N) : λ · k − λi = 0

}
and RSc is its complement. Then the thesis immediately follows from the
definition of the norm.

Lemma 4.16. Let W ∈ AR be the solution of the homological equation (4.23)
with F ∈ AR. Denote by Lj the functions defined recursively as in (4.19) from
L]; for any positive d < R, one has Lj ∈ AR−d, and the following estimate
holds

|Lj |R−d ≤ 2 |F |R

(
2e

d
|W |R

)j

. (4.26)

Proof. The idea of the proof is that, using the homological equation one gets
L1 = Z −F ∈ AR. Then proceeding as in the proof of lemma 4.12 one gets the
result.

In the statement of the forthcoming iterative lemma we will use the following
notations: For any positive R, define δ := R/2r∗ and Rr := R− rδ.

Proposition 4.17. Iterative Lemma. Consider the system (4.1). For any
r ≤ r∗ there exists a positive R∗r � 1 and, for any N > 1 there exists an
analytic transformation

T (r) : Bs

(
R∗r(2r∗ − r)
2Nα+α1r∗

)
→ `2,C

s

which puts (4.1) in the form

X(r) := T (r)∗X] = L] + Z(r) + F (r) +R(r)
T . (4.27)

Assume R < R∗r/N
α+α1 , then the following properties hold

1) the transformation T (r) satisfies

sup
z∈Bs(Rr)

∥∥∥z − T (r)(z)
∥∥∥

s
� Nα+α1R2 (4.28)

2) Z(r) is a polynomial of degree r + 1, it is in normal form, and has a zero
of order 2 at the origin; F (r) is a polynomial of degree r∗+1 having a zero
of order r + 2 at the origin. Moreover the following estimates hold∣∣∣Z(r)

∣∣∣
Rr

� Nα1R2 , ∀r ≥ 1 (4.29)∣∣∣F (r)
∣∣∣
Rr

� Nα1R2(RNα+α1)r (4.30)
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3) the remainder term, R(r)
T satisfies

sup
z∈B(Rr)

∥∥∥R(r)
T (z)

∥∥∥ � (RNα+α1
)r∗+2

. (4.31)

Proof. We proceed by induction. First remark that the theorem is trivially true
when r = 0 with T (0) = I, Z(0) = 0, F (0) = X(0) and R(0)

T = 0.
Then we look for a Lie transform, Tr, eliminating the non normalized part of

order r +1 from X(r). Let Wr be the generating field of Tr. Using the formulae
(4.18,4.19) one writes

T ∗r
(
L] + Z(r) + F (r)

)
= L] + Z(r) (4.32)

+ [Wr, L]] + F (r) (4.33)

+
∑
l≥1

Z
(r)
l +

∑
l≥1

F
(r)
l +

∑
l≥2

Ll (4.34)

where Z
(r)
l are the terms of the expansion (4.19) of Z(r) and similarly for the

other quantities. Then it is easy to see that (4.32) is the already normalized
part of the transformed system, (4.33) is the non normalized part of order r +2
that has to be eliminated by a suitable choice of Wr, (4.34) contains all the
terms of degree higher than r + 2.

We first use lemma 4.15 to determine Wr as the solution of the equation

[Wr, L]] + F (r) = Zr (4.35)

with Zr in normal form. By (4.24) and (4.30) one has the estimates

|Wr|Rr
� NαR2Nα1

(
Nα+α1R

)r
, |Zr|Rr

� Nα1R2
(
Nα+α1R

)r
. (4.36)

In particular, in view of (4.22) and of the remark that RNα+α1 < R∗, the
estimate (4.28) is proved at level r + 1.

Define now Z(r+1) := Z(r) + Zr, and F
(r+1)
C :=(4.34). From (4.24) the

estimate (4.29) holds at level r + 1. By lemma 4.12, denoting

ς :=
2e

δ
|Wr|Rr

� (Nα+α1R)r+1 ≤ 1
2
,

provided R∗(r+1) is small enough. Using (4.21), (4.29), (4.30) and lemma 4.16
one gets∣∣∣F (r+1)

∣∣∣
Rr−δ

�
∑
l≥1

Nα1R2ς l +
∑
l≥1

Nα1R2ς l
(
RNα+α1

)r +
∑
l≥2

Nα1R2ς l−1
(
RNα+α1

)r
� ςNα1R2 � Nα1R2

(
RNα+α1

)r+1
.
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Write now
F

(r+1)
C = F (r+1) +Rr,T

where F (r+1) is the Taylor polynomial of degree r∗ + 1 of F
(r+1)
C and Rr,T is

the remainder which therefore has a zero of order r∗ + 2 at the origin. Since
F (r+1) is a truncation of F

(r+1)
C the previous estimate holds also for it. Then

the remainder Rr,T is estimated using Lagrange and Cauchy estimates:

sup
‖z‖s≤R

‖Rr,T (z)‖s ≤
Rr∗+2

(r∗ + 2)!
sup

‖z‖s≤R∗r/2Nα+α1

∥∥∥dr∗+2F
(r+1)
C (z)

∥∥∥
≤ Rr∗+2

(
2Nα+α1

R∗r

)r∗+2

sup
‖z‖s≤R∗r/Nα+α1

∥∥∥F (r+1)
C (z)

∥∥∥
s
� (Nα+α1R)r∗+2

Define now
R(r+1)

T := T ∗r R
(r)
T +Rr,T . (4.37)

By lemma 4.14 one gets the the estimate (4.31) at level r + 1.
Proof of theorem 2.4. Consider the transformation T r∗ defined by the iter-
ative lemma, then one has

T (r∗)∗X = L] + Z(r∗) +RT +RN (4.38)

with
RT := F (r∗) +R(r∗)

T

(see the iterative lemma) and

RN := T r∗∗(X∗ −X] +R∗)

(see (4.3)). Then use the iterative lemma to estimate RT and lemmas 4.3 and
4.14 to get

sup
‖z‖s+d+σ≤R/2

‖RN (z)‖s ≤ C

(
R

Nσ
+ Rr∗+2

)
, ∀R <

Rs+d+σ

Nα+α1
(4.39)

Finally choose N = R−β with β = [2α2(r∗ + 1)]−1, α2 := α + α1, σ := 2α2
2(r∗ +

2)2 − 1 and define s′ := d + σ.
Proof of theorem 2.6. We just show that all the steps of the construction
are compatible with the Hamiltonian structure.

The cutoffs: the Taylor cutoff of the vector field is clearly equivalent to the
Taylor cutoff of the Hamiltonian. Thus the vector field X∗ is Hamiltonian with
Hamiltonian function H∗ given by the truncation at degree r∗ + 2 of the Taylor
expansion of the Hamiltonian. The Galerkin cut-offed vector field X] is the
Hamiltonian vector field of H](x) := H∗(ΠNx).

The one step transformation. The key remark is that the solutions Z and
W of the homological equation as constructed by lemma 4.15 are Hamiltonian
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vector fields. The simplest way to verify such a property consists in introducing
the variables

ξl :=
1√
2
(xl + ix−l) ; ηl :=

1√
2
(xl − ix−l) l ≥ 1 , (4.40)

in which the symplectic form becomes
∑

l i dξl ∧ dηl and the operator L = XH0

is diagonal. Then given a polynomial Hamiltonian function f(ξ, η) decompose
it as

f(ξ, η) =
∑
kj

fkjξ
kηj

and define

HZkj := fkj , j, l such that ω · (j − l) = 0 (4.41)

HW kj :=
fkj

iω · (k − j)
, j, k such that ω · (j − k) 6= 0 , (4.42)

and HZ(ξ, η) :=
∑

kj fkjHZkjξ
kηj and similarly for HW . Then consider the

homological equation (4.23) with F ≡ Xf (the Hamiltonian vector field of f).
It is very easy to verify that the fields W and Z constructed in lemma 4.15 are the
Hamiltonian vector fields of the function HZ and HW just constructed. Then it
turns out that the Lie transform generated by W is a canonical transformation
and therefore the statement follows.
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