
A liquid vapor phase transition in quantum statistical
mechanics

F. Baffioni, T. Kuna, I. Merola, and E. Presutti

Abstract. We prove a liquid vapor phase transition for a quantum system of particles
in the continuum. The system is the quantum version with Boltzmann statistics of the
point particles model introduced in [7].

Keywords: Particle systems in the continuum; Quantum Systems; Liquid Gas Phase
Transition; Mean Field Theory; Pirogov-Sinai Theory; Cluster Expansion; Dobrushin
Uniqueness.

1. Introduction

In a recent paper, [7], Lebowitz, Mazel and Presutti, have introduced a model of
identical point particles in the continuum, proving a first order phase transition with the
particles density as order parameter. The interaction is given by two and four body, finite
range, translational invariant, Kac potentials and the phase transition and its proof are
based on a Pirogov-Sinai scheme. Ground states are replaced by the minimizers of the non
local free energy functional, which describes the system in the Lebowitz-Penrose limit; the
small parameter, which in traditional Pirogov-Sinai models is the temperature, in LMP is
replaced by an effective temperature β−1γd, γ > 0 the Kac scaling parameter, d ≥ 2 the
space dimensions and β−1 the true temperature of the system.

As originally argued by Kac, Uhlenbeck and Hemmer, [6], Kac potentials are supposed
to model the van der Waals theory of liquid vapor phase transitions, and indeed the limit
γ → 0, after the thermodynamic limit, gives rise, in a large variety of models, to a phase
diagram which agrees with the one proposed by van der Waals (with the Maxwell, equal
area law included). For a true proof of the van der Waals theory in a statistical mechanics
setting, however, we would need γ fixed and indeed this is what accomplished in LMP,
where the phase transition is proved at a fixed (but small) value of γ > 0.
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In this paper we study the quantum extension of the result. Intuitively one may think
the transition to quantum as a delocalization of particles, whose positions in the classical
case are just points. This notion can be made quantitative in the Feynman-Kac represen-
tation, in which points are replaced by loops, namely brownian motions which travel for a
time β and are conditioned to come back to their initial position at the final time. On the
other hand, a characteristic feature of the LMP analysis is coarse-graining, which exploits
the fact that the Kac potential energy is quite insensitive to the exact positions of the
particles. This matches beautifully with the loops description, and it makes conceivable
that quantum delocalization effects could be handled in this way. Indeed this is what we
prove in the present paper, where we conclude that a phase transition is present also in
the quantum model.

We study here the quantum Boltzmann statistics, the extension to the more realistic
Bose and Fermi statistics should however be possible as the liquid vapor phase transitions
that we consider are away from the range of parameters where Bose condensation effects
and the Fermi surface structure are relevant. Technically however, the extension requires
a considerable amount of work and this paper is already rather long and complex, so we
leave the issue to future works.

The Pirogov-Sinai scheme consists mainly of two stages. The starting point is the
notion of contours and here is where quantum effects are more relevant. Our contours
in fact take into account both local deviations from the liquid and vapor densities (as in
LMP), but also the occurrence of exceptionally long loops. The joint combination of the
two mechanisms could in principle produce dangerous domino effects and the heart of our
proof is to exclude such catastrophic events. Long loops, in the end, will give the largest
contribution to the weight of the contours. With the notion of contours established, the
first stage of the P-S scheme is based on the reduction to restricted ensembles. It is at
this point that the correct value of the chemical potential for phase coexistence is found
by equalizing the pressures in the plus and minus restricted ensembles. This is all done in
the present paper where we also prove some energy estimates, which constitute the main
term in the Peierls bounds. They are derived by solving variational problems for the non
local, free energy functional of the Lebowitz-Penrose limit.

The second stage (in the P-S scheme) where the proof of the Peierls bounds is completed,
involves an analysis of the finite volume, surface corrections to the pressure. Traditionally
in Pirogov-Sinai models this follows from cluster expansion, but, as in LMP, we do not
know whether a cluster expansion is valid in the range of parameters we are using. In LMP,
cluster expansion has been replaced by Dobrushin uniqueness and here we follow the same
approach, but with a quite different proof. The reduction to restricted ensembles, places
the problem in a phase-transition free setting and in such a space the high temperature,
Dobrushin uniqueness condition is satisfied, but not for all boundary conditions. The
bad ones, however, have small probability, hence the necessity of a relativized Dobrushin
uniqueness theorem. In a companion paper by the same authors, [1], the issue is discussed
in a more general setting and a uniqueness criterion is first proved and then checked to
hold in a variety of models including the present one. With the help of this, the surface
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corrections to the pressure are estimated and the Peierls bounds proved. Phase transition
then follow in the usual way.

The paper is organized as follows. In Section 2 we define the model and state the main
theorem, Theorem 2.1. In Section 3 we introduce the fundamental notion of contours and
in Section 4 we write the ±, diluted (in the sense of Pirogov-Sinai) partition functions in
terms of contours, introducing then the ± restricted ensembles with cutoff contour weights.
In Section 5 we choose the value of the chemical potential, by equating the pressures of the
plus and of the minus ensembles. In Section 6 we divide the proof of the Peierls bounds in
a sequence of intermediate estimates which are then proved in the remaining sections and
in the appendices.

2. Model and main results

2.1. Classical model. In classical statistical mechanics the phase space of a system
of identical point particles is the space of all locally finite subsets of Rd. It is convenient
here to consider a larger phase space Q where the particle configurations are sequences
q = (qi), qi ∈ Rd, which put finitely many elements in any bounded set of Rd. The order
of the elements in the sequence is unimportant and physical observables in this space
are represented by symmetric functions. Accordingly a sequence with n elements has a
statistical weight with a factor 1/n!, see (2.5) below.

We will denote by q u Λ the subsequence of q obtained by discarding the elements
of q which are not in Λ; we call |q| the cardinality of q, thus |q u Λ| is the number of
particles of the configuration q which are in Λ. We denote by Qfin = {q ∈ Q : |q| < ∞},
QΛ = {q ∈ Q : q = q u Λ}, Λ ⊂ Rd, QΛ

n = {q ∈ QΛ : |q| = n}, n a non negative integer,
obviously QΛ =

⊔
n≥0 QΛ

n .
In the LMP model, the energy of a configuration q ∈ Qfin is

hγ,λ(q) :=

∫

R
eλ (jγ ∗ q(r)) dr (2.1)

where γ > 0 is the Kac scaling parameter,

jγ ∗ q(r) =
∑
qi∈q

jγ(r, qi), jγ(r, r
′) := γdj(γr, γr′) (2.2)

with j a bounded, symmetric, translation-invariant probability kernel on Rd, j(0, ·) sup-
ported by the unit ball, and with some regularity properties stated in Subsection A.1 of
Appendix A; λ ∈ R is the chemical potential and for x ≥ 0 the function eλ is given by

eλ(x) := −λx− x2

2!
+

x4

4!
(2.3)

The conditional energy of the configuration q given q̄, (q, q̄ ∈ Qfin, (q, q̄) the configura-
tion which collects all the particles of q and q̄) is

hγ,λ(q|q̄) := hγ,λ(q, q̄)− hγ,λ(q̄) (2.4)
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The free measure νΛ, Λ a bounded, measurable set, is the Lebesgue-Poisson measure
on QΛ, defined by

∫

QΛ

G(q)νΛ(dq) :=
∞∑

n=0

1

n!

∫

Λn

G(q1, . . . , qn)dq1 . . . dqn, G ∈ L∞(QΛ,R) (2.5)

2.2. Euclidean model. The quantum version of the LMP model with Boltzmann
statistics becomes, in the Feynmann-Kac representation, “an Euclidean model” which is
like the classical one, but with configurations of loops rather than configurations of parti-
cles. The latter are defined below, while we refer to Ginibre, [5] for the derivation of the
Euclidean model from quantum mechanics.

The configurations of loops are sequences q-- = (q--i), where a single loop q--i is a continuous

function q--i : [0, β] → Rd with q--i(0) = q--i(β) and q--i(0) ∈ Q. We will denote by Q-- the space

of loops configurations, by Q--fin
the subset of Q-- with finitely many loops, by Q--1 the space

of single loops. Q--
Λ, Λ < Rd, is the space of all loops whose starting point is in Λ, Q--

Λ
n

the

subset of QΛ with n loops.
In the Euclidean model, the energy Hβ,γ,λ(q--), q-- ∈ Q--fin

, is

Hβ,γ,λ(q--) :=

∫ β

0

hγ,λ(q--(t))dt (2.6)

and the conditional energy

Hβ,γ,λ(q--|q̄--) = Hβ,γ,λ(q--, q̄--)−Hβ,γ,λ(q̄--), q--, q̄-- ∈ Q--fin
(2.7)

The conditional Wiener measure (Brownian bridge) W β
x|x, x ∈ Rd, is the probability on

Q--1 supported by continuous loops ω(t), 0 ≤ t ≤ β, which start and end in x; moreover on
a cylinder set

A :=
{
ω ∈ Q--1 |ω(t1) ∈ B1, . . . , ω(tn) ∈ Bn

}

(with 0 < t1 < . . . < tn < β and B0, . . . , Bn measurable subsets of Rd), is

W β
x|x(A) = (2πβ)d/2

∫

B1

. . .

∫

Bn

pt1(r1 − x) · pt2−t1(r2 − q1)

· . . . · ptn−tn−1(rn − rn−1) · pβ−tn(x− rn)dr1 . . . drn (2.8)

where

pt(r) :=

(
1

2πt

)d/2

exp

(
−r2

2t

)
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The Lebesgue-Poisson measure νβ,Λ(dq--) on Q--
Λ, Λ a bounded measurable set, is such

that, for any G ∈ L∞(Q--
Λ,R),

∫

Q--Λ
G(q--)νβ,Λ(dq--) :=

∞∑
n=0

1

n!

∫

Λn

∫

(Q--1)n

G(q--1, . . . , q--n)

×Wx1|x1(dq--1) . . . Wxn|xn(dq--n)dx1 . . . dxn (2.9)

2.3. Gibbs and DLR measures. In Appendix A, Subsection A.2, it is proved that
for any q ∈ Qfin and q̄ ∈ Q,

hγ,λ(q|q̄) ≥ b |q|, b = inf
x≥0

e′λ(x) (2.10)

(2.10) is a stability property of the hamiltonian, much stronger than usual stability because
of the uniformity on the conditioning; it is a very peculiar feature of the LMP model, in
many respects unessential in [7], but technically quite important in our proofs.

Given q we will denote by q∆ the particles of q which are in ∆. Then, the Gibbs measure
in the bounded, measurable region Λ with boundary conditions q̄ is the probability on Q

µβ,γ,λ,Λ(dq|q̄) =
e−βhγ,λ(qΛ|q̄)

Zβ,γ,λ(Λ|q̄) νΛ(dqΛ)δq̄Λc (dqΛc) (2.11)

(δx the delta measure at x) which, by (2.10), is well defined for any q̄ ∈ Q.
We will extend the previous notation to loops, thus calling q--∆ the set of loops of q--

which start in ∆. Then, in the Euclidean model, the Gibbs measure in Λ with boundary
conditions q̄-- is

µβ,γ,λ(dq--|q̄--) =
e−Hβ,γ,λ(q--Λ|q̄--)

Zβ,γ,λ,Λ(Λ|q̄--)
νβ,Λ(dq--Λ) δq̄--Λc

(dq--Λc) (2.12)

whenever q̄-- verifies the property that in each ball of Rd the number of particles of q̄--(t) is
bounded uniformly in t. By (2.10), (2.12) is then well defined.

A DLR measure µ for given values of β, γ, λ is a probability on Q, resp. Q--, such that,
for any bounded, measurable region Λ, the conditional probability of µ with respect to the
σ-algebra FΛc , is µ-almost surely (2.11), resp. (2.12); FΛc being the σ-algebra generated by
functions which depend on qΛc , in the classical case, and on q--Λc in the Euclidean model, i.e.
on the loops which have origin in Λc. In the latter case, consistency of the above definition
requires that, for any n,

µ
(
q-- : sup

0≤t≤β
|q--(t) uBn| < ∞

)
= 1, Bn = {r ∈ Rd : |r| ≤ n} (2.13)

In the context of the DLR measures, phase transitions means that there are distinct DLR
measures for a same value of β, γ, λ. Existence of phase transitions is trivial at the level
of a mean field approximation of the model.
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2.4. Mean-field model. The mean field approximation of the LMP model is de-
scribed by the mean field free energy density

fβ,λ(x) = eλ(x)− s(x)

β
, s(x) = −x(ln x− 1) (2.14)

where eλ(x) is the energy density defined in (2.3), s(·) the entropy density and x ≥ 0 the
particles density.

For β ≤ βc := (3/2)3/2, f ′′β,λ(x) ≥ 0 for all λ and x and fβ,λ is a convex function. For
any β > βc there is an interval of λ’s in which the function fβ,λ(·) has two local minima
and a unique value, λ = λβ, where they are equal (thus being global minima). The two
corresponding minimizers are denoted by ρ−β < ρ+

β , elsewhere the minimizer is unique.
Thus phase transitions at the mean field level (i.e. non uniqueness of the minimizers) occur
at β > βc and λ = λβ; the order parameter of the transition is the density and ρ±β are the
equilibrium densities in the ± phases.

2.5. Phase transitions. As in [7], we restrict hereafter to β ∈ (βc, β0), where β0 >
βc is defined in (C.3). In [7] it is proved that for any γ > 0 small enough, there is
λclass(β, γ), and two distinct DLR measures at β, γ, λclass(β, γ). Here we will prove the
quantum extension of the result.

Theorem 2.1. For any d ≥ 2 and any β ∈ (βc, β0) and any γ > 0 small enough, there
is λ(β, γ) and two distinct DLR measures at β, γ, λ(β, γ).

As in the classical case, we will prove Theorem 2.1 by constructing the two distinct
DLR measures via a thermodynamic limit procedure, after “imposing + and − bound-
ary conditions”. The persistent memory of the boundary conditions follows from Peierls
estimates obtained by extending the Pirogov-Sinai methods. The proof yields a detailed
control on the structure of the typical configurations, showing that in the two distinct DLR
measures of Theorem 2.1, the coarse grained image of the particle configurations q--(0) have
approximately a homogeneous density; moreover the values of the density are respectively
close to the mean field values ρ±β . We will also show that the typical loops are “short” so
that the loop remains confined around their starting points and the energy of the loops is
for γ small, typically very close to β times the classical energy of the starting points of the
loops.
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3. Coarse graining, contours

In this section we introduce the important notion of contours. Contours are designed to
indicate location and nature of the “large deviations” from equilibrium which may occur in
a configuration. The definition involves a coarse graining procedure from where we start,
after recalling that throughout the sequel the inverse temperature β is kept fixed inside
the interval (βc, β0) and often dropped from the notation; λ instead varies in the interval
λβ±1, but it will be eventually fixed equal to λ(β, γ), the value at which a phase transition
occurs.

• For any ` ∈ {2n, n ∈ Z}, we set

C
(`)
0 =

{
r ∈ Rd : 0 ≤ ri < `, 1 ≤ i ≤ d

}
(3.1)

and call D(`) the partition of Rd made of cubes which are translates of C
(`)
0 by vectors

whose coordinates are integer multiples of `. In this way D(`) is coarser than D(`′) if ` ≥ `′.
We will denote by C

(`)
r , r ∈ Rd, the cube of D(`) which contains r.

• Abstract formulation. Given `− < `+ both in {2n, n ∈ Z}, we are going to define three
families of functions on Rd. As we will see later, 1 ¿ `− ¿ `+ and each configuration q-- will
generate three functions, one for each one of the above families. The functions in the first
family are denoted by η, they belong to L∞(Rd, {0,±1}) and are D(`−) measurable. Namely
η(r) is constant on each cube of D(`−) where it may have value 0,±1. The functions in the
second class are denoted by σ ∈ L∞(Rd, {0, 1}) and they are D(`+) measurable. Given η
and σ as above we then define a third function Θ by setting

Θ(η, σ; r) =





±1 if η(r′) ≡ ±1 and σ(r′) = 1 for all r′ ∈ C
(`+)
r t δ

`+
out[C

(`+)
r ]

0 otherwise

(3.2)

We will frequently use in the paper the following notation: δ`
out[A], A a D(`)-measurable

set, is the union of all cubes in D(`) which are in Ac and are connected to A, (two sets
being connected if their closures have non empty intersection); δ`

in[A] = δ`
out[A

c].
Notice that Θ as defined in (3.2) is a D(`+) measurable function.

• Phase indicator. We will associate here to each loop configuration q-- three functions
η(q--; r), σ(q--; r) and Θ(q--; r) which belong to the classes specified above, Θ(q--; r) being “the
indicator of phases” of the configuration q--. The choice of the functions depend on β, γ,
`−, `+ and a positive parameter ζ: some of them may be added as superscripts, to remind
dependence on such parameters.

The function σ(q--; r) is an indicator of the existence or absence of long loops, a loop
ω(t), 0 ≤ t ≤ β, being “long” if

sup
0≤t≤β

|ω(t)− ω(0)| > γ−1/2 (3.3)
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and “short” in the opposite case; q--
< and q--

> denote the loop configurations obtained from
q-- by selecting only its short and, respectively, its long loops.

With such a notion, we set σ(q--; r) = 0, if there are a long loop q--i ∈ q-- and a time

t ∈ [0, β] so that q--i(t) ∈ C
(`+)
r ; otherwise, σ(q--; r) = 1. In other words, {σ(q--; ·) = 0} is the

minimal D(`+) region which covers all the long loops q--
>, while on its complement all loops

are short.
The function η(q--; r) indicates the regions where the empirical density is close to the

liquid (plus) and vapor (minus) densities, or where it deviates from both. Given `− and a
positive “accuracy” parameter ζ, we set

η(q--; r) =





±1 if
∣∣∣`−d|q--<(0) u C

(`)
r | − ρ±β

∣∣∣ ≤ ζ

0 otherwise

(3.4)

(notice that the definition of η(q--; r) depends also on β).
Finally, the phase indicator Θ(q--; r) is defined by (3.2), using for η and σ the functions

η(q--; r) and σ(q--; r), namely

Θ(q--; r) = Θ
(
η(q--; ·), σ(q--; ·); r

)
(3.5)

The function Θ(q--; r) is “a phase indicator” in the sense that the two regions {r :

Θ(ζ,`−,`+)(q--; ·) = ±1} are interpreted as those where the configuration is in the liquid, +,
and in the vapor, −, phases. The complement is where “large deviations from equilibrium
are concentrated”.

• Contours. Let η and σ be two functions as above (all the parameters ζ, `−, `+, β, γ
having been fixed), then the contours {Γi} of the pair (η, σ) are the triples (sp(Γi), ηΓi

, σΓi
),

where sp(Γi) are the maximal connected components of {Θ(η, σ; ·) = 0}, and ηΓi
and σΓi

are the restrictions of η and σ to sp(Γi).
It follows directly from the definition that:

Lemma 3.1. If Γ is one of the contours of (η, σ) then, on each one of the maximal

connected components of δ
`+
out[sp(Γ)] t δ

`+
in [sp(Γ)], σ = 1 and η is constant and non zero.

• The contours of q-- are defined as the contours {Γi} of the pair (η(q--; ·), σ(q--; ·)). We
denote by Γ the map which associates {Γi} to q--, writing {Γi} = Γ(q--). Finally Γ =
(sp(Γ), ηΓ, σΓ) is a contour, if it is an element of Γ(q--) for some q--.
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4. Contour models

As we will see, there are choices of the parameters ζ and `± for which the contours
become rare and small, provided γ is small enough and the chemical potential is suitably
chosen. By classical arguments this will imply the existence of two distinct Gibbs measures,
each one selected by its appropriate boundary conditions.

4.1. Choice of parameters. We set

ζ = γa, `±,γ = γ−(1±α) (4.1)

where 1 À α À a > 0, the precise requirements will come out from the proofs.
By default and unless otherwise specified, contours are relative to the parameters (4.1).

4.2. Partition functions with constraint. A special role is played in the sequel by
the plus and minus, “dilute” partition functions, whose definition imposes restrictions not
only on the choice of boundary conditions but also on the possible contours which may
appear.

Throughout the paper we use the notation

q--A = {q--i ∈ q-- : q--i(0) ∈ A} (4.2)

• Recalling the definition of Γ(q--) from the previous section, we define for any D(`−,γ)-
measurable region Λ, the maps Γ±Λ by setting Γ±Λ(q--) = {Γi}, where {Γi} is the set of all
contours of the pair (ηΛ,±, σΛ,+), where

σΛ,+(r) = σ(q--Λ; r), ηΛ,±(r) =

{
η(q--Λ; r) if r ∈ Λ

±1 otherwise
(4.3)

For any set A contained in the range of Γ±Λ , we define the partition function with constraint
A as

Zγ,λ

(
Λ;A|q̄--

)
=

∫

Γ±Λ (q--)∈A
νΛ(dq--)e

−Hγ,λ(q--|q̄--Λc ) (4.4)

• A configuration q̄-- is a ± boundary condition for Λ, if {Γ±Λc(q̄--) < Λc}.

• Z±
γ,λ(Λ|q̄--) is the ± dilute partition function in Λ with b.c. q̄--, if q̄-- is a ± b.c. for Λ

and

Z±
γ,λ(Λ|q̄--) := Zγ,λ

(
Λ; {Γ±Λ < Λ}

∣∣q̄--
)

(4.5)

where, for any subset B < Λ (including Λ itself)

{Γ±Λ < B} =
{
{Γi} ∈ range of Γ±Λ : sp(Γi) < B, for all Γi in {Γi}

}
(4.6)
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We may also write (see for instance (4.14) below) Z±
γ,λ(Λ;A|q̄--) for Zγ,λ

(
Λ;A|q̄--

)
if q̄-- is

a ± b.c. and A is a subset of {Γ±Λ < Λ}.
Remarks. We first need some notation. Call

A = δ
`+,γ

in [Λ], Λ0 = Λ \ A (4.7)

q < B = qi ∈ B, for all qi ∈ q ∈ Q (4.8)

q-- < B ≡ q--(t) < B, 0 ≤ t ≤ β (4.9)

With these notation

{Γ±Λ(q--) < Λ} = {η(q--; r) = 1 for all r ∈ A} u {σ(q--; r) = 1 for all r ∈ A} (4.10)

This shows that the constraint in the partition function (4.5) is actually made of two
conditions. The first one (which refers to η) is local and involves only loops starting from
A; the second one is instead global, as it it requires that any long loop q--i must stay always
inside Λ0.

A second remark about (4.5) is that the loops of q̄-- which originate outside δ
`+,γ

out [Λ]
do not interact (for γ small enough) with the loops of q--: in fact to get within interaction

range, a loop should be long and enter into δ
`+,γ

out [Λ], against the condition that the contours
of Γ±Λc(q--) are inside Λc. Thus Z+

γ,λ(Λ|q̄--) is insensitive to changes or removals of loops of q̄Λc

which originate in the complement of δ
`+,γ

out [Λ], provided q̄-- remains a ± boundary condition.

4.3. Weight of contours. The goal is to write first the partition function as the
partition function of “a gas of contours” and then to prove that the gas has a low density.
Each contour will contribute to the partition function with its statistical weight. The
weight of a contour is the ratio of its probability over the probability of it being absent;
the probabilities being the conditional probabilities specified below. We first need a few
extra notation about contours, others will be added when needed.

Given a contour Γ, we call

K = δ
`+,γ/2
in [sp(Γ)], K± =

{
r ∈ K : ηΓ(r) = ±1

}
(4.11)

noticing that, by Lemma 3.1, K = K+ tK−, with K+ and K− mutually disconnected.
Γ is a plus [minus] contour if K+ [K−] is connected to the unbounded component of

sp(Γ)c. Let us proceed by supposing that Γ is a plus contour, the definitions for minus
contours are completely analogous and omitted. We call int−i (Γ) the maximal connected
components of sp(Γ)c which are connected to K− and set

int−(Γ) =
⊔
i

int−i (Γ), A− = δ
`+,γ

in [int−(Γ)] (4.12)

noticing that, by Lemma 3.1, η = −1 on A−. By int+
i (Γ) we then denote the remaining

maximal connected components of sp(Γ)c, except the one which is unbounded, int+(Γ) is
the union of all int+

i (Γ).
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The weight of a plus contour Γ with b.c. q--, is

W+
γ,λ(Γ; q--) =

Nγ,λ(q--)
Dγ,λ(q--)

(4.13)

where, shorthanding below ∆− = int−(Γ),

Nγ,λ(q--) =

∫

η=ηΓ,σ=σΓ

νsp(Γ)\K+(dq--
′) e−Hγ,λ(q--′|q--K+ )Z−

γ,λ

(
∆−; {Γ−∆− < ∆− \ A−}

∣∣q--′
)

(4.14)

Dγ,λ(q--) =

∫

η=σ=1

νsp(Γ)\K+(dq--
′) e−Hγ,λ(q--′|q--K+)Z+

γ,λ

(
∆−; {Γ+

∆− < ∆− \ A−}
∣∣q--′

)

(4.15)

4.4. Partition function as a gas of contours. Let Λ be a bounded region,

C+
Λ =

{
{Γi} : all Γi are + contours, sp(Γi) < Λ,

dist( sp(Γi), sp(Γj)) ≥ `+,γ, for all j 6= i
}

(4.16)

with C−Λ defined analogously. By a simple inductive argument, by now classical in the
Pirogov-Sinai theory,

Z±
γ,λ(Λ|q̄--) =

∑

{Γi}∈C±Λ

∫

Q--Λ±
νΛ(dq--)e

−Hγ,λ(q--|q̄--Λc )
∏

i

W±
γ,λ(Γi; q--) (4.17)

where Q--
Λ
± are the plus, minus, restricted ensembles in Λ, namely

Q--
Λ
± =

{
q-- ∈ Q--

Λ : Γ±Λ(q--) = ∅
}

(4.18)

and W+
γ,λ(Γ; q--) is the weight defined in (4.13).

In the classical n.n. Ising model, (4.17) becomes much simpler: Q--
Λ
± is a single configu-

ration, the ground state configuration with all spins equal to +1 (resp. −1). The contours
are just surfaces (in the dual lattice) and their weights are small (equal to the exponential
of minus β times the perimeter of the contour, if the spin-spin couplings are set equal to
1). Thus (4.17) becomes the partition function of a non interacting gas of contours (except
for the compatibility condition). For β large, the statistical weight of each contour is so
depressed that cluster expansion techniques become available. In our case (4.17) is not
as simple, the gas of contours is non-trivially coupled to a “restricted ensemble of loops
configurations”, Q--

Λ
±. A possible approach is to fix the configuration {Γi} in (4.17) and

integrate over νΛ: as a result, we have a true gas of contours, but the contours do now
interact with each other.
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We will not follow this approach and study instead the combined system of loops
configurations in the restricted ensembles Q--

Λ
± coupled with a gas of contours.

The strategy for bounding W+
γ,λ(Γ; q--) is based on two points: first, to prove that the two

partition functions Z±
γ,λ in (4.14) and (4.15) have approximately the same value; secondly,

that the integral on the r.h.s. of (4.14) is much smaller than its analogue on the r.h.s.
of (4.15). While the second point is robust, as it follows from an analysis of the cost of
deviations from equilibrium (as imposed by the definition of contours), the first one is much
more delicate, and it rests on a special choice of the chemical potential λ, as a function
of the inverse temperature β and of the Kac parameter γ. Technically, the most difficult
point is to show that the difference between the two partition functions (which is a surface
term) is smaller than the cost of the deviations from equilibrium, cf. Section 11.

4.5. Abstract contour models. Following the Zahradnik’s version of the Pirogov-
Sinai theory, we introduce an abstract contour model where the weights of the contours
are given a priori (our choice is (4.25) below), thus they are not necessarily equal to the
true ones.

We then define an abstract partition function, using (4.17) with the weights (4.25)
replacing the true ones: let Λ be a bounded D(`−,γ)-measurable region, A < C±Λ , then

Ẑ±
γ,λ(Λ;A|q̄--) =

∑

{Γi}∈A

∫

Q--Λ±
νΛ(dq--)e

−Hγ,λ(q--|q̄--Λc )
∏

i

Ŵ±
γ,λ(Γi; q--) (4.19)

(the hat superscript referring to the new partition functions and the new weights) and

simply write Ẑ±
γ,λ(Λ|q̄--) for Ẑ±

γ,λ(Λ; C±Λ |q̄--).
As mentioned, we regard (4.19) as defining Ẑ±

γ,λ for given Ŵ±
γ,λ, so that if the weights

are not the real ones, the partition functions are fictitious. It is however possible (without
a direct comparison with the true quantities) to understand if the weights from where we
started are the real ones. To this end we go back to (4.14)–(4.15) that we regard now as a
definition of the l.h.s. thus getting, for given Γ,

N̂+
γ,λ(q--) :=

∫

η=ηΓ,σ=σΓ

νsp(Γ)\K+(dq--
′) e−Hγ,λ(q--′|q--K+ )Ẑ−

γ,λ

(
int−(Γ); C−

int−(Γ)\A−
∣∣q--′

)

(4.20)

D̂+
γ,λ(q--) :=

∫

η=σ=1

νsp(Γ)\K+(dq--
′) e−Hγ,λ(q--′|q--K+)Ẑ+

γ,λ

(
int−(Γ); C+

int−(Γ)\A−
∣∣q--′

)

(4.21)

and analogous expressions for N̂−
γ,λ and D̂−

γ,λ. Notice that N̂+
γ,λ and D̂+

γ,λ are functions of

the weights Ŵ±
γ,λ via (4.19).

By an inductive procedure on the volume of the regions, which, being by now classical
in Pirogov-Sinai models, is omitted, we then have:
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Theorem 4.1. Suppose that for all Γ and q-- as above,

Ŵ±
γ,λ(Γ; q--) =

N̂+
γ,λ(q--)

D̂+
γ,λ(q--)

(4.22)

then

Ŵ±
γ,λ(Γ; q--) = W±

γ,λ(Γ; q--); Ẑ±
γ,λ(Λ|q̄--) = Z±

γ,λ(Λ|q̄--) (4.23)

for all Λ and q̄--.

4.6. Cutoff weights. At the very end of our analysis we will prove that there are
λ(β, γ) and a constant cf > 0 so that, for all γ small enough, the true weights satisfy

W±
γ,λ(β,γ)(Γ; q--) ≤ e−2cf γ−1NΓ , `d

+,γNΓ =
∣∣sp(Γ)

∣∣ (4.24)

uniformly in Γ and q--, (the bound improves if the deviations defining the contour Γ are due

to the η variable). With this in mind, we then specify the weights Ŵ±
γ,λ to be the cutoff

weights

Ŵ±
γ,λ(Γ; q--) = min

{
e−cf γ−1NΓ ;

N̂±
γ,λ(q--)

D̂±
γ,λ(q--)

}
(4.25)

Notice that the r.h.s. depends on the weights Ŵ±
γ,λ(Γ

′; ·), with Γ′ such that sp(Γ′) is con-

tained in int−(Γ) (supposing for instance Γ a plus contour). Thus (4.25) becomes a true
(non circular) definition through an inductive procedure on the volume of the regions.

Notice also that the factor 2 present in the exponential in (4.24) is instead missing in
(4.25).

Using again an inductive procedure on the volume of the regions, which is also omitted,
we then have:

Theorem 4.2. Suppose that for some λ(β, γ), the cutoff weights Ŵ±
γ,λ(Γ; q--) defined by

(4.25) satisfy the bound

Ŵ±
γ,λ(Γ; q--) < e−cf γ−1NΓ (4.26)

for all Γ and q--. Then (4.23) is verified.

We have thus overcome the hardest point of the analysis, namely we can work with
weights which are small and, by Theorem 4.2, we only need to check at the end the
consistency property (4.26).
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5. Choice of chemical potential

The aim is to prove that the cutoff weights defined in (4.25) are (at least for γ small

enough) strictly smaller than e−cf γ−1NΓ . By Theorem 4.2 this will imply that they are
equal to the true weights and hence that the Peierls estimates hold; the step from this to
the proof of Theorem 2.1 is then reported in Section 11.

In this and in the next section we will prove the Peierls estimates, under the validity
of some intermediate theorems which constitute the main body of the paper and which
will be proved in the successive sections and in the appendices. The main point of the
whole argument is a correct choice of the chemical potential λ(β, γ), which, according to
Pirogov-Sinai, must equalize the pressures in the two restricted ensembles. We will in fact
prove that with this choice there is a phase transition. In this section we will prove that
such a chemical potential indeed exists, we will see later where this choice is specifically
needed.

We will consider here the± restricted ensembles Q--
Λ
± defined in (4.18), with Λ a bounded

D(`−,γ)-measurable region and eventually a D(`+,γ) cube. By default, η, σ and Θ without
superscripts, are defined with the parameters (4.1).

By taking advantage of the fact that the thermodynamic pressure is independent of the
boundary conditions, we choose a special class of boundary conditions:

Ẑ±
γ,λ(Λ|ρ±β 1Λc) :=

∑

{Γi}∈C±Λ

∫

Q--Λ±
νΛ(dq--)e

−Hγ,λ(q--|ρ
±
β 1Λc )

∏
i

Ŵ+
γ,λ(Γi; q--) (5.1)

where,

Hγ,λ

(
q--|ρ±β 1Λc

)
=

∫ β

0

hγ,λ

(
q--(t)|ρ±β 1Λc

)
dt,

hγ,λ

(
q--(t)|ρ±β 1Λc

)
=

∫
eλ

(
jγ ∗ [q--(t) + ρ±β 1Λc ]

)− eλ

(
ρ±β jγ ∗ 1Λc

)
dr

and, if q is a particle configuration and ρ(r), r ∈ Rd, a measurable (non negative) function,

jγ ∗ (q + ρ)(r) = jγ ∗ q(r) + jγ ∗ ρ(r) =
∑
qi∈q

jγ(r, qi) +

∫
jγ(r, r

′)ρ(r′)dr′ (5.2)

It is sufficient for our purposes to prove the existence of the thermodynamic limit for
the pressure over cubes Λn of side 2n`+,γ and with the above special boundary conditions
(but the existence of the thermodynamic limit is valid with much greater generality). In
Section 7 we will prove the following theorems.

Theorem 5.1 (Existence of pressure). The limits

lim
n→∞

log Ẑ±
γ,λ(Λn|ρ±β 1Λc)

β|Λn| =: P̂±
γ,λ (5.3)

exist and are both continuous function of λ in the interval |λ− λβ| ≤ 1.
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Theorem 5.2. There is a constant c > 0 and for all γ small enough there is λ(β, γ) ∈
[λβ − cγ1/2, λβ + cγ1/2] so that

P̂+
γ,λ(β,γ) = P̂−

γ,λ(β,γ) (5.4)

6. Peierls estimates: scheme of proof

Having found the “right” chemical potential, hereafter denoted by λγ = λ(β, γ), we
begin the proof that the cutoff weights in (4.25) with λ = λγ are (for γ small enough)

strictly smaller than e−cf γ−1NΓ . Notational remark: by default, when temperature and/or
chemical potential are missing as subscripts, they are meant to have the above values.
Thus, for instance, Hγ ≡ Hβ,γ,λ(β,γ).

For the sake of definiteness, we suppose that Γ is a plus contour and, recalling (4.25)
for notation, we want to show that

N̂+
γ (q--K+) ≤ e−2cf γ−1NΓD̂+

γ (q--K+) (6.1)

where l.h.s. and r.h.s. are defined respectively in (4.20) and (4.21).
Once (6.1) has been proved, then, by (4.25),

Ŵ±
γ,λ(Γ; q--) =

N̂±
γ,λ(q--)

D̂±
γ,λ(q--)

and, by Theorem 4.1,

Ŵ±
γ,λ(Γ; q--) = W±

γ,λ(Γ; q--) (6.2)

We will prove (6.1) after a chain of inequalities for N̂+
γ , recovering (6.1) at the last step.

6.1. Contribution of the long loops. The long loops produce the first gain term,
denoted by g1,γ, g standing for “gain”. Let

g1,γ = e−c1γ−1N
(σ)
Γ , N

(σ)
Γ =

∣∣{r ∈ sp(Γ) : σΓ(r) = 0
}∣∣

`d
+,γ

}
(6.3)

and

sp±(Γ) =
{

r ∈ sp(Γ) : Θ(ηΓ, 1; r) = ±1
}

(6.4)

Thus sp±(Γ) are those regions in sp(Γ) which belong to the contour only because of the long
loops. In Appendix B we will prove that for a suitable value of c1 > 0 and shorthanding
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below ∆− = int−(Γ) t sp−(Γ),

N̂+
γ (q--K+) ≤ g1,γ

∫

η=ηΓ,σ=1

νsp(Γ)\[K+ t sp−(Γ)](dq--) e−Hγ(q--|q--K+)

×Ẑ−
γ

(
∆− ; C−

int−(Γ)\A−
∣∣ q--

)
(6.5)

where Ẑ−
γ

(
∆− ; C−

int−(Γ)\A−
∣∣ q--

)
is the partition function with the constraint described by

the second of its arguments, namely the sum in (4.19) is restricted to all {Γj} ∈ C−∆− so
that sp({Γj}) u [A− t sp−(Γ)] = ∅, see (4.16).

6.2. Contours with only short loops. We rewrite (6.5) in terms of the contours
generated only by the density fluctuations. Let

{ sp(Γi)} the maximal connected components of {r ∈ sp(Γ) : Θ(ηΓ, 1; r) = 0} (6.6)

and, correspondingly,

K+
i = δ

`+,γ/2
in [sp(Γi)] u {ηΓ = 1}, A−

i = δ
`+,γ

in [int−(Γi)] (6.7)

Since for any i, A−
i < {A− t sp−(Γ)}, shorthanding ∆− = int−(Γ) t sp−(Γ) as in (6.5),

C−∆−\{A−t sp−(Γ)} < C−
∆−\ti A−i

hence

N̂+
γ (q--K+) ≤ g1,γ

∫

η=σ=1

ν[tiK
+
i t sp+(Γ)]\K+(dq--) e−Hγ(q--|q--K+)

∏
i

M (i)
γ (q--, q--K+) (6.8)

where

M (i)
γ (q--, q--K+) =

∫

σ=1; η=ηΓ on sp(Γi), η = −1 on A−i

νA−i t sp(Γi)\K+
i
(dq--

′) e−Hγ(q--′|q--K+ ,q--)

×Ẑ−
γ

(
int−i (Γ) \ A−

i

∣∣∣ q--
′
)

(6.9)

is the expression for N̂+
γ relative to a contour Γ which has only short loops. Let c > 0 and

g
(i)
2,γ = e−cγ−(1−2α)d+2aNΓi (6.10)

6.3. Main estimate. There exists a constant c > 0 so that

M (i)
γ (q--, q--K+) ≤ g

(i)
2,γ Ẑ+

γ

(
int−i (Γ) t sp(Γi) \K+

i ; C+

int−i (Γ)\A−i

∣∣∣q--K+
i

)

(6.11)

Postponing the proof of (6.11), we have:
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6.4. Conclusion of the proof. Calling g2,γ =
∏

i

g
(i)
2,γ we get, shorthanding ∆ =

sp(Γ) t int−(Γ) \K+,

N̂+
γ (q--K+) ≤ g1,γg2,γ Ẑ+

γ

(
sp(Γ) t int−(Γ) \K+ ; C+

∆\B

∣∣∣q--K+

)

B = sp+(Γ) t {ti[sp(Γi) t A−
i ]} (6.12)

In order to reconstruct D̂+
γ (q--K+) (see (4.21)), we need to replace B by sp(Γ) t A−. We

have

sp(Γ) = sp−(Γ) t sp+(Γ) ti sp(Γi) (6.13)

A−(Γ) <
⊔
i

(
A−

i t δ
`+,γ

out [sp−(Γ)]
)

(6.14)

Thus we need to add the constraint of no contour to a region ∆ contained in sp−(Γ) t
δ

`+,γ

out [sp−(Γ)]. The number of D(`+,γ) cubes in such a region is bounded by 3d|sp−(Γ)|`−d
+,γ

(recalling that the number of cubes contiguous to a given one is 3d− 1). Then, by Lemma
G.2,

N̂+
γ (q--K+) ≤ g1,γg2,γ e3d|sp−(Γ)|`−d

+,γe
−cf γ−1/2

D̂+
γ (q--K+) (6.15)

which, for γ small enough, yields (6.1) with cf < c1, c1 as in (6.3)-(6.5).

Proof of main estimate
It remains to show (6.11). In Section 9 we will prove that with a small cost we can

replace in the energy λ(β, γ) by the mean field value λβ. The idea of the proof is that using
stability we can reduce to configurations whose density in the D(`−,γ)-cubes is bounded by
e2−βb. Recalling from Theorem 5.2 that |λβ − λ(β, γ)| ≤ cγ1/2, we then deduce that there
is a constant c2 so that

M (i)
γ (q--, q--K+) ≤ b

(i)
2,γ

∫

σ=1; η=ηΓ on sp(Γi), η = −1 on A−i

νA−i t sp(Γi)\K+
i
(dq--

′) e−Hβ,γ,λβ
(q--′|q--K+ ,q--)

×Ẑ−
γ

(
int−i (Γ) \ A−

i

∣∣∣ q--
′
)
, b

(i)
2,γ = ec2γ1/2|sp(Γi)| (6.16)

(we denote by b
(i)
n,γ the loss terms, b standing for “bad”).

6.5. Separating corridors. In Section 8 we will prove a “small deviations result”,
namely that “well inside” regions where η ≡ 1 (or η ≡ −1), the density is in fact“ much
closer to” ρ±β than what implied by η being 1 (or −1). For this we introduce two corridors
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C+
i and C−

i of width `+,γ/6,

C−
i = δ

`+,γ/6
in [sp(Γi)] u {ηΓi

= −1}, C+
i =

(
δ
5`+,γ/6
in [sp(Γi)] u {ηΓi

= 1}
)
\B+

i

(6.17)

B+
i =

(
δ
4`+,γ/6
in [sp(Γi)] u {ηΓi

= 1}
)

Thus C−
i is at the minus boundary of sp(Γi), C+

i is away from K+
i by `+,γ/6 (and hence also

away by the same quantity from the ”interior” sp(Γ) \ δ
`+,γ

in [sp(Γ)] of the spatial support of
Γi). The important point for what follows is that these corridors are well inside the regions
where η = ±1, respectively.

We then decompose

sp(Γi) = B+
i t C+

i t Ti t C−
i (6.18)

the identity defining Ti (under the requirement that (6.18) is a decomposition of sp(Γi)).
Calling

b
(i)
3,γ = exp

{
c3γ

1/2(|C−
i |+ |C+

i |)
}

(6.19)

there are c3 and ω positive so that, denoting by Fβ,λ(·) the functional defined in (C.10),

M (i)
γ (q--, q--K+) ≤ b

(i)
2,γ b

(i)
3,γ exp

{− βγ−d[Fβ,λβ
(ρ−β 1γC−i

) + Fβ,λβ
(ρ+

β 1γC+
i
)]
}

×
∫

η=σ=1

νB+
i \K+

i
(dq--

′) e
−Hβ,γ,λβ

(q--′|q--K+
i

,ρ+
β 1

C+
i

)

×
∫

η=ηΓ,σ=1

νTi
(dq--Ti

) e
−Hβ,γ,λβ

(q--Ti
|ρ−β 1

C−
i

,ρ+
β 1

C+
i

)

×Ẑ−
γ

(
int−i (Γ) ; C−

int−i (Γ)\A−i

∣∣∣ ρ−β 1C−i

)
(6.20)

We have in this step used the Lebowitz-Penrose coarse graining technique and properties
of the non local functional, we are going to use the argument again and thus postpone
comments on this point.

6.6. A variational problem. The gain term g
(i)
2,γ comes from the integral over q--Ti

in

(6.20). Following the classical Lebowitz-Penrose approach, we will first bound the integral
in terms of a minimization problem for the non local functional Fβ,λβ

(ρ) (see Appendix F)
and then prove lower bounds for such a problem which exploit the imposed deviations from
equilibrium present in the integral. All that is done in Section 9 and in some appendices,
where we prove that

∫

η=ηΓ,σ=1

νTi
(dq--Ti

) e
−Hβ,γ,λβ

(q--Ti
|ρ−β 1

C−
i

,ρ+
β 1

C+
i

)

≤ (g
(i)
2,γ)

2 exp
{
− βγ−d

(
fβ,λβ

(ρ+
β )|γTi|+ I−

γTi,γC−i
+ I+

γTi,γC+
i

)}
(6.21)
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with I±A,B defined in (C.18). The terms βI±
int−i (Γ),C−i

are the surface corrections to the

pressure in the limit γ = 0.

6.7. Ratio of partition functions. Using the two identities

I−
γTi,γC−i

+ Fβ,λβ
(ρ−β 1γC−i

) = fβ,λβ
(ρ+

β )|γC−
i | − I−

γA−i ,γC−i

(6.22)

fβ,λβ
(ρ+

β )|γC−
i | = I+

γTi,γC−i
+ Fβ,λβ

(ρ+
β 1γC−i

) + I+

γA−i ,γC−i

proved in Proposition C.3, we then get from (6.20)

M (i)
γ (q--, q--K+) ≤ (g

(i)
2,γ)

2b
(i)
2,γ b

(i)
3,γ

∫

η=σ=1

νB+
i \K+

i
(dq--

′) e
−Hβ,γ,λβ

(q--′|q--K+
i

,ρ+
β 1

C+
i

)

× exp
{
− βγ−d

(
Fβ,λβ

(ρ+
β 1γ[C+

i tTitC−i ])− I−
γA−i ,γC−i

+ I+

γA−i ,γC−i

)}

× Ẑ−
γ

(
int−i (Γ) ; C−

int−i (Γ)\A−i

∣∣∣ ρ−β 1C−i

)
(6.23)

Maybe the most delicate part of the proof is the following bound, proved in Section ??

exp{βγ−dI−
γA−i ,γC−i

} Ẑ−
γ

(
int−i (Γ) ; C−

int−i (Γ)\A−i

∣∣∣ ρ−β 1C−i

)

exp{βγ−dI+

γA−i ,γC−i
} Ẑ+

γ

(
int−i (Γ) ; C+

int−i (Γ)\A−i

∣∣∣ ρ+
β 1C−i

) ≤ b
(i)
4,γ

(6.24)

b
(i)
4,γ = exp{c4γ

a′ |A−
i |} (6.25)

with c4 a positive constant and 1 À a′ À α À a > 0.
This is the point where the choice of the chemical potential is important. In fact, (6.24)

is an estimate on the finite volume corrections to the pressure: the log of the partition
functions are to first order given by βP±

β,λ(β,γ)|int−i (Γ)|, hence by (5.4) these contributions

cancel between numerator and denominator. As said before, the terms βI±
int−i (Γ),C−i

are the

surface corrections in the limit γ = 0, and b
(i)
4,γ bounds its finite γ correction. Hidden in

this description is an estimate of exponential decay of correlations which allows to localize
around and close to the surface, the corrections to the pressure (which are then computed
by taking the limit γ = 0 value and then estimating its γ > 0 correction).

We have so far shown that

M (i)
γ (q--, q--K+) ≤ (g

(i)
2,γ)

2b
(i)
2,γ · · · b(i)

4,γ

∫

η=σ=1

νB+
i \K+

i
(dq--

′) e
−Hβ,γ,λβ

(q--′|q--K+
i

,ρ+
β 1

C+
i

)

×e
−βγ−dFβ,λβ

(ρ+
β 1

γ[C+
i
tTitC−

i
]
)
Ẑ+

γ

(
int−i (Γ) ; C+

int−i (Γ)\A−i

∣∣∣ ρ+
β 1C−i

)

(6.26)
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6.8. Reconstruction of a plus partition function. We will reconstruct D̂+
γ by

doing in reverse the previous steps. Call Fγ = Fβ,λ(β,γ) and

b
(i)
5,γ = ec5(|C+

i |+|Ti|+|C−i |)γ1/2

(6.27)

Then, as in (6.16), there is c5 > 0 so that

M (i)
γ (q--, q--K+) ≤ (g

(i)
2,γ)

2b
(i)
2,γ · · · b(i)

5,γ

∫

η=σ=1

νB+
i \K+

i
(dq--

′) e
−Hβ,γ,λ(β,γ)(q--′|q--K+

i
,ρ+

β 1
C+

i
)

×e
−βγ−dFγ(ρ+

β 1
γ[C+

i
tTitC−

i
]
)
Ẑ+

γ

(
int−i (Γ) ; C+

int−i (Γ)\A−i

∣∣∣ ρ+
β 1C−i

)

(6.28)

Using Appendix F we want to replace the free energy functional by a partition function.
The r.h.s. of (6.28) can be rewritten as

(g
(i)
2,γ)

2b
(i)
2,γ · · · b(i)

5,γ

∫

η=σ=1

νB+
i \K+

i
(dq--

′)
∫

η=σ=1

νA−i
(dq--

′′) e
−Hβ,γ,λ(β,γ)(q--′|q--K+

i
,ρ+

β 1
C+

i
)

×e
−βγ−dFγ(ρ+

β 1
γ[C+

i
tTitC−

i
]
)
e
−Hβ,γ,λ(β,γ)(q--′′|ρ

+
β 1

C−
i

)
Ẑ+

γ

(
int−i (Γ) \ A−

i

∣∣∣ q--
′′
A−i

)

(6.29)

Moreover,

Hβ,γ,λ(β,γ)(q--
′
B+

i \K+
i
|q--K+

i
, ρ+

β 1C+
i
) + βγ−dFγ(ρ

+
β 1γ[C+

i tTitC−i ]) + Hβ,γ,λ(β,γ)(q--
′′
A−i
|ρ+

β 1C−i
)

= Hβ,γ,λ(β,γ)(q--
′
B+

i \K+
i
|q--K+

i
) + βγ−dFγ(ρ

+
β 1γ[C+

i tTitC−i ]|q--′B+
i \K+

i
, q--

′′
A−i

) + Hβ,γ,λ(β,γ)(q--
′′
A−i

)

Adding subscripts to remind the regions from where the loops start, by (F.9),

−βγ−dFγ(ρ
+
β 1γ[C+

i tTitC−i ]|q--′B+
i \K+

i
, q--

′′
A−i

) ≤ log Zγ(Ti t C−
i t C+

i |q--′B+
i \K+

i
, q--

′′
A−i

)

+c6γ
1/2(|Ti|+ |C−

i |+ |C+
i |) (6.30)

hence we proved that there is a constant b
(i)
6,γ := ec6γ1/2sp(Γi) so that

M (i)
γ (q--, q--K+) ≤ (g

(i)
2,γ)

2b
(i)
2,γ · · · b(i)

6,γ Ẑ+
γ

(
int−i (Γ) t sp(Γi) \K+

i ; C+

int−i (Γ)\A−i

∣∣∣q--K+
i

)

(6.31)

Summarizing, for γ small enough there exists a constant c7 = c2 + · · ·+ c6 such that

(g
(i)
2,γ)

2b
(i)
2,γ · · · b(i)

6,γ ≤ −
(
2cγ−(1−2α)d+2a − c7`

d
+,γγ

a′
)
NΓi

(6.32)

As 2dα + 2a < −dα + a′ we obtain (6.11).
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7. Equality of pressures

In this section we will prove Theorems 5.1 and 5.2.

7.1. Proof of Theorem 5.1. For notational simplicity we only refer to the + case.
Let

Dγ,λ(n) :=
log Ẑ+

γ,λ(Λn|ρ+
β 1Λc

n
)

β|Λn| − log Ẑ+
γ,λ(Λn−1|ρ+

β 1Λc
n−1

)

β|Λn−1| (7.1)

We claim that there is a constant c such that

sup
|λ−λβ |≤1

∣∣Dγ,λ(n)
∣∣ ≤ c2−n (7.2)

Since for any n

log Ẑ+
γ,λ(Λn|ρ+

β 1Λc
n
)

β|Λn| (7.3)

is a continuous function of λ, existence of the limit (5.3) and its continuity then follow
from (7.2)–(7.3), thus we need to prove (7.2).

Lower bound. Decomposing Λn into cubes Λn−1(i) of side 2n−1, see right above (A.19),

we call Λ0 the union over all i of Λn−1(i) \ δ
`+,γ

in [Λn−1(i)]. We have

Ẑ+
γ,λ(Λn|ρ+

β 1Λc
n
) ≥

∑

{Γi}∈C+

Λ0

∫

Q--Λn
+

νΛ(dq--)e
−Hγ,λ(q--|ρ

+
β 1Λc

n
)
∏

i

Ŵ+
γ,λ(Γi; q--) (7.4)

Exploiting that the configurations are in the restricted ensemble, we gain a control of the
interaction energy. Referring to Lemma A.6 for details,

log Ẑ+
γ,λ(Λn|ρ+

β 1Λc
n
) ≥ 2d log Ẑ+

γ,λ

(
Λn−1; C+

Λ0
n−1

∣∣ρ±β 1Λc
n−1

)
− c(2n`+,γ)

d−1γ−1 (7.5)

where Λ0
n−1 = Λn−1 \ δ

`+,γ

in [Λn−1].
As the weights are small (by definition) we can bound the cost of extending their

presence to the whole Λn−1. Referring to Lemma G.1 for details, we have

log Ẑ+
γ,λ

(
Λn−1; C+

Λ0
n−1

∣∣ρ+
β 1Λc

n−1

)
≥ log Ẑ+

γ,λ

(
Λn−1|ρ+

β 1Λc
n−1

)− 2d(2n−1)d−1e−cf γ−1/2 (7.6)

By (7.5) and (7.6), there is a constant c > 0 so that

Dγ,λ(n) ≥ −c2−n (7.7)
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Upper bound. Using Lemma G.1, instead of (7.4) we get

Ẑ+
γ,λ(Λn|ρ+

β 1Λc
n
) ≤ e2d2d(2n−1)d−1e

−cf γ−1/2

×
∑

{Γi}∈C+

Λ0

∫

Q--Λn
+

νΛ(dq--)e
−Hγ(q--|ρ

+
β 1Λc

n
)
∏

i

Ŵ+
γ,λ(Γi; q--)

and, instead of (7.5),

log Ẑ+
γ,λ(Λn|ρ+

β 1Λc
n
) ≤ 2d

[
log Ẑ+

γ,λ

(
Λn−1; C+

Λ0
n−1

∣∣ρ+
β 1Λc

n−1

)

+ 2d(2n−1)d−1e−cf γ−1/2
]

+ c(2n`+,γ)
d−1γ−1

Hence, Dγ,λ(n) ≤ c2−n, which together with (7.7) proves (7.2) and the theorem. ¤

7.2. Proof of Theorem 5.2. In traditional Pirogov-Sinai models, the statement is
proved using the implicit function theorem after establishing bounds on the derivatives
w.r.t. λ; such an approach yields local uniqueness. To avoid bounds on derivatives, which
are here not so straightforward, we will use a different, weaker approach, showing that
the difference P̂+

γ,λ − P̂−
γ,λ is a continuous function of λ which undergoes a change of sign.

Continuity in λ has been proved in Theorem 5.1, the change of sign property follows from
its validity in the mean field limit together with closeness to mean field for γ small enough.
We restrict λ to the interval |λ−λβ| ≤ γ2a, recalling that ζ = γa and γ2a À γ1/2, and look

for a change of sign of P̂+
γ,λ − P̂−

γ,λ for λ in such an interval.
Using Lemma G.1, we can drop, with a “small error”, the sum over {Γi} in (5.1),

retaining only the term without contours. We then use Proposition F.1 to get

P̂±
γ,λ ≤ − lim

n→∞
inf

ρ∈A±n

Fβ,λ,γΛn(ρ|ρ±β 1Λc
n
)

γd|Λn| +
c

β
γ1/2 (7.8)

where A±
n is the set of all ρ ∈ L∞(γΛn,R+) such that the averages in the cubes of D(γ`−,γ)

are close to ρ±β within ζ = γa. By (C.16)

P̂±
γ,λ ≤

c

β
γ1/2 − lim

n→∞
inf

ρ∈A±n

1

γd|Λn|
∫

γΛn

fβ,λ(j ∗ [ρΛn + ρ±β 1Λc
n
])dr (7.9)

By (A.6), for ρ ∈ A±
n , there is c′ > 0 so that

j ∗ [ρΛn + ρ±β 1Λc
n
] ∈ [ρ±β − ζ − c′γ`−,γ, ρ

±
β + ζ + c′γ`−,γ] (7.10)

Then, by (7.9),

P̂±
γ,λ ≤

c

β
γ1/2 − inf

|s−ρ±β |≤ζ+c′γ`−,γ

fβ,λ(s)

Recalling that fβ,λβ
(·) is a double well function with two minimizers, ρ±β , we deduce that

for λ − λβ small enough, fβ,λ(·) is still double well with local minima at ρ±β,λ. Moreover,
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|ρ±β,λ − ρ±β | ≤ c|λ− λβ| ≤ cγ2a, for γ small, |ρ±β,λ − ρ±β | ≤ ζ + c′γ`−,γ and

P̂±
γ,λ ≤

c

β
γ1/2 − fβ,λ(ρ

±
β,λ) (7.11)

For the lower bound we use (F.7) getting

P̂±
γ,λ ≥ − lim

n→∞
Fβ,λ,γΛn(ρ(n)|ρ±β 1Λc

n
)

γd|Λn| − c

β
γ1/2, ρ(n) ∈ A±

n

By the previous argument, for γ small enough ρ(n)(r) = ρ±β,λ1Λn ∈ A±
n , so that

P̂±
γ,λ ≥ −fβ,λ(ρ

±
β,λ)−

c

β
γ1/2 (7.12)

(7.11)–(7.12) show that
∣∣∣[P̂+

γ,λ − P̂−
γ,λ]− [fβ,λ(ρ

−
β,λ)− fβ,λ(ρ

+
β,λ)]

∣∣∣ ≤ 2c

β
γ1/2

which completes the proof of Theorem 5.2, because

fβ,λβ
(ρ−β ) = fβ,λβ

(ρ+
β ),

d

dλ
[fβ,λ(ρ

−
β,λ)− fβ,λ(ρ

+
β,λ)]

∣∣∣
λ=λβ

= ρ+
β − ρ−β > 0

¤

8. Small deviations

In this section we will prove (6.20). Let Λ be a bounded D(`−,γ)-measurable region,
which satisfies the “fatness property”∣∣∣

{
r : dist(r, Λ) ≤ 4γ−1

}∣∣∣ ≤ 3d|Λ| (8.1)

(3d − 1 the connectivity of Zd). Let then

Zγ,λβ
(Λ;Q--

Λ
± |q̄--) =

∫

Q--Λ±
νΛ(dq--) e−Hβ,γ,λβ

(q--|q̄--) (8.2)

and suppose σ(q̄--) ≡ 1, q̄--(0) < Λc and that Av(`−γ)(q̄--(0); ·) ≤ 2ρβ+ , conditions which are
fulfilled in the case of (6.20).

Let finally ∆ be a D(`−,γ)-measurable subset of Λ and suppose

dist(∆, Λc) ≥ 10γ−1 + γ−1`, ` > 0 (8.3)

In the proof of (6.20), we take for Λ a maximal connected component either of

A−
i t

(
δ

`+,γ

in [sp(Γi)] u {r ∈ sp(Γi) : ηΓi
= −1}

)
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or else of (
δ

`+,γ

in [sp(Γi)] u {r ∈ sp(Γi) : ηΓi
= 1}

)
\K+

i

In either case (8.1) is verified.
∆ in the proof of (6.20) is either C−

i or C+
i . Since γ−1` > `+,γ/100, then (6.20) follows

from (8.4) below.

Proposition 8.1. There are ω > 0 and c > 0 so that for any Λ and ∆ as above

Zγ,λβ
(Λ;Q--

Λ
± |q̄--) ≤ ec(γ1/2|Λ|+e−ω`|∆|)e−βγ−dFβ,λβ

(ρ±β 1γ∆)

×Zγ,λβ

(
Λ \∆;Q--

Λ\∆
± |q̄--Λc , ρ

±
β 1∆

)
(8.4)

Proof. For the sake of definiteness we restrict to the plus case. By (F.6) and using
the assumption (8.1), there is c > 0 so that

log Zγ,λβ
(Λ;Q--

Λ
± |q̄--) ≤ − inf

ρ∈A∗
βγ−dFβ,λβ

(ρ|ρ̄) + cγ1/2|Λ| (8.5)

where

A∗ :=
{

ρ ∈ L∞(γΛ,R+) : η(ζ,γ`−,γ)(ρ; r) = 1
}

(8.6)

and η(ζ,`)(ρ; r) is defined as in (3.4) with |q u C
(`)
r | replaced by

∫
C

(`)
r

ρ(r′) dr. For ε > 0, let

ρε ∈ A∗ be such that

Fβ,λβ
(ρε|ρ̄) ≤ ε + inf

ρ∈A∗
Fβ,λβ

(ρ|ρ̄) (8.7)

Calling

D = δ10γ−1

in [Λ], B∗ =
{

ρ ∈ L∞(γ(Λ \D),R+) : η(ζ,γ`−,γ)(ρ; r) = 1
}

(8.8)

inf
ρ∈A∗

Fβ,λβ
(ρ|ρ̄) ≥ −ε + Fβ,λβ

(ρε1D|ρ̄) + inf
ρ∈B∗

Fβ,λβ
(ρ|ρε1D) (8.9)

In Theorem D.3 it is proved that the inf on the r.h.s. is actually a minimum, the minimizer
is unique, say ρ̂ε, and there are ω > 0 and cω such that for all r ∈ Λ \D:

|ρ̂ε(r)− ρ+
β | ≤ cωe−ωdist(r,D) (8.10)

Thus, calling ρ̃ε = ρε1D + ρ̂ε,

inf
ρ∈A∗

Fβ,λβ
(ρ|ρ̄) + ε ≥ Fβ,λβ

(ρ̃ε|ρ̄) ≥ Fβ,λβ
(ρ̂ε1γ∆) + Fβ,λβ

(ρ̃ε1γ(Λ\∆)|ρ̄ + ρ̂ε1γ∆)

≥ −ce−ω`|γ∆|+ Fβ,λβ
(ρ+

β 1γ∆) + Fβ,λβ

(
ρ̃ε1γ(Λ\∆)

∣∣∣ρ̄ + ρ+
β 1γ∆

)

and choosing ε < ce−ω`|γ∆|,
inf

ρ∈A∗
Fβ,λβ

(ρ|ρ̄) ≥ −2ce−ω`|γ∆|+ Fβ,λβ
(ρ+

β 1γ∆) + Fβ,λβ

(
ρ̃ε1γ(Λ\∆)

∣∣∣ρ̄ + ρ+
β 1γ∆

)
(8.11)
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By (F.7)

exp
{
− βγ−dFβ,λβ

(
ρ̃ε1γ(Λ\∆)

∣∣∣ρ̄ + ρ+
β 1γ∆

)}

≤ ecγ1/2|Λ| Zγ,λβ

(
Λ \∆;Q--

Λ
±

∣∣∣q̄--, ρ+
β 1∆

)
(8.12)

By (8.5), (8.11) and (8.12) we then obtain (8.4). ¤

9. Large deviations

In this section we will prove the statements in Section 6 about the “large deviations”
from equilibrium. We will repeatedly use Lemma 9.1 below, where

N := e−βb`d
−,γe

2 (9.1)

and, given a configuration q--,
n(r) = |q--(0) u C(`−,γ)

r | (9.2)

Lemma 9.1. Let ∆ be a bounded D(`−,γ)-measurable region, η∗ a {0,±1}-valued func-
tion on ∆, q̄-- any finite loop configuration. Then

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1}

∣∣q̄--
)

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1, n(r) ≤ N, r ∈ ∆}

∣∣q̄--
) ≤ 3|∆|/`d

−,γ (9.3)

Proof. Let {X} be the set of the centers of the cubes of D(`−,γ) which are in ∆. Then

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1}

∣∣q̄--
)

=
∑
Y <X

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1,

n(x) ≤ N, x ∈ X \ Y, n(y) > N, y ∈ Y }
∣∣q̄--

)
(9.4)

and

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1, n(x) ≤ N, x ∈ X \ Y, n(y) > N, y ∈ Y }

∣∣q̄--
)

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1, n(x) ≤ N, x ∈ X \ Y, n(y) = N, y ∈ Y }

∣∣q̄--
)

≤
( ∑

p>0

N !

(N + p)!
[e−βb`d

−,γ]
p
)|Y |

=: C(Y ) (9.5)
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To derive (9.5), we first write

νβ,∆(dq--) =
∏
x∈X

ν
β,C

(`−,γ )
x

(dq--C(`−,γ )
x

)

Then in each cube C
(`−,γ)
y , y ∈ Y , which has N + p particles, p > 0, we pick up p particles

and call q--
′ the collection of all such particles over all the cubes with y ∈ Y . Calling q-- the

remaining ones, by (2.10)

Hγ(q-- + q--
′|q̄--)−Hγ(q--|q̄--) = Hγ(q--

′|q--, q̄--) ≥ b|q--′| (9.6)

which yields (9.5) because η(q--(0); x) = η(n(x)) is a function of the number n(x), and, by
(C.3), η(n(x)) is constant for n(x) ≥ N .

Recalling the Stirling formula

n! = nn+1/2e−n
√

2π
(
1 + 0

(
1√
n

) )
(9.7)

we write

(N + p)! ≥ N (N+p)+1/2e−(N+p)
√

2π
(
1 + 0

(
1√

N + p

) )
≥ 1

2
N !Npe−p

for N large enough (hence, recalling (9.1), for γ small enough). Then

[e−βb`d
−,γ]

p

(N + p)!
≤ 2

N !

(
[e−βb`d

−,γ]e

N

)p

≤ 2

N !
e−p

so that, recalling that C(Y ) has been defined in (9.5),

C(Y ) ≤ 2|Y | (9.8)

and, by (9.4)-(9.5),

Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1}

∣∣q̄--
)
≤ 3|X|Zγ,β,λ(β,γ)

(
∆; {η = η∗, σ = 1,

n(x) ≤ N, x ∈ X}
∣∣q̄--

)
(9.9)

Lemma 9.1 is proved. ¤

Proof of (6.16). By Lemma 9.1 with ∆ = A−
i t sp(Γi) \K+

i ,

M (i)
γ (q--, q--K+) ≤ 3|∆|/`d

−,γ

∫

σ=1; η=ηΓ on sp(Γi), η = −1 on A−i ; n(r) ≤ N, r ∈ ∆

ν∆(dq--
′)

×e−Hβ,γ,λ(β,γ)(q--′|q--K+ ,q--)Ẑ−
γ

(
int−i (Γ) \ A−

i

∣∣∣ q--
′
)

(6.16) then follows from

Hβ,γ,λβ
(q--
′|q--K+ , q--)−Hβ,γ,λ(β,γ)(q--

′|q--K+ , q--) = |q--′|
(
λ(β, γ)− λβ

)
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|λβ−λ(β, γ)| ≤ cγ1/2 and |q--′| ≤ [e−βbe2]|∆| and then dropping the condition n(·) ≤ N . ¤

Proof of (6.21). To have lighter notation we drop the suffix i and write T , C± for Ti,
C±

i . By (9.3),

l.h.s. of (6.21) ≤ 3|T |/`d
−,γ

∫

η=ηΓ,σ=1,n(r)≤N,r∈T

νT (dq--T ) e−Hβ,γ,λβ
(q--T

|ρ−β 1C− ,ρ+
β 1C+)

By (F.10), there is a constant c > 0 so that,

l.h.s. of(6.21) ≤ − inf
ρ∈A∗

βγ−dFβ,λβ
(ρ|ρ̄) + cγ1/2|T | (9.10)

where

A∗ =
{

ρ ∈ L∞(γT,R+) : ρ(r) ≤ X = e−βb+2, η(ζ,γ`−,γ)(ρ; r) = ηΓ(γr), r ∈ γT
}

(9.11)

ρ̄ = (ρ−β 1γC− , ρ+
β 1γC+) (9.12)

A bound for the minimization problem of (9.10) is proved in Theorem E.2, which we apply
taking Λ = γT and ` = γ`−,γ and supposing γ small enough. We have

N0 + N± ≥ 3−dNT (9.13)

where N0 and N± are defined in (E.2)-(E.3), while NT is the number of cubes of D(`+,γ)

which are contained in T . In fact if C is a D(γ`+,γ) cube in T and C∗ is the union of C
with its neighbor ones, it cannot happen, by the definition of contour, that η(ζ,γ`−,γ)(ρ; r)
is constantly equal to 1 or to −1 in C∗, hence C∗ must contain at least an element of {C0

i }
or of {C±

j }. (9.13) then follows recalling that 3d − 1 are the cubes contiguous to a given
one.

Thus, by (E.4), calling c′ the constant c in that equation,

l.h.s. of (6.21) ≤ −βγ−d
{

[c′ζ2(γ`−,γ)
d]3−dNT

+fβ,λβ
(ρ+

β )|γT |+ I−γT,γC− + I+
γT,γC+

}
+ cγ1/2|T | (9.14)

10. Finite volume corrections to the pressure

We need to prove that the absolute value of the difference between

log
{

eβγ−dI+
γΛ,γΛc Ẑ+

γ

(
Λ ; C+

Λ\A

∣∣∣ ρ+
β 1Λc

)}
(10.1)
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(shorthanding Λ = int−i (Γ) and A = A−
i ) and the corresponding term relative to the minus

ensemble, is bounded by c|A|γa′ , with c a constant and a′ as in (6.24).

10.1. Main result. This will be achieved by proving that

(10.1) = βP̂+
γ,λ(β,γ)|Λ0|−βfβ,λβ

(ρ+
β )|Λ \ Λ0|+

∫

Λtδ
`+,γ
out [Λ]

Lγ,Λ(r) dr (10.2)

where

Λ0 := ∆10 (10.3)

having called ∆k = ∆k−1 \ δ
`+,γ

in [∆k], ∆0 = Λ, 10 is not optimal. The remainder term
Lγ,Λ(r) is “small” in the following sense. There are ω0, c and c′ positive so that

∣∣Lγ,Λ(r)
∣∣ ≤ ce−ω0γdist(r,Λc), r ∈ Λ0; (10.4)

∣∣
∫

Λtδ
`+,γ
out [Λ]\Λ0

Lγ,Λ(r) dr
∣∣ ≤ c′γa′ |A| (10.5)

After proving the analogous bounds in the minus case, we exploit the identities P̂+
γ,λ(β,γ) =

P̂−
γ,λ(β,γ) and fβ,λβ

(ρ+
β ) = fβ,λβ

(ρ−β ), to conclude that

l.h.s. of (6.24) ≤
∫

Λ0

2ce−ω0γdist(r,Λc) dr + 2c′γa′|A| (10.6)

which proves (6.24).

10.2. Strategy of proof. (10.2)-(10.5) is an estimate of the “finite volume corrections
to the pressure”, a result usually proved using cluster expansion techniques to exponentiate
the partition function. One then obtains a sum (or an integral) of quasi local terms, which
differ from the pressure by a term exponentially small with the distance from the boundary
of the domain. The terms which are close to the boundaries however, giving a contribution
which is proportional to the surface times the range of the interaction, are a priori larger
than the gain term from the energy of the contour. The special choice of the boundary
conditions, given by the constant value ρ+

β , allows to compute such dangerous terms to

leading order as γ → 0, giving e−βγ−dI+
γΛ,γΛc , which exactly cancels with the prefactor in

(10.1). The next order correction in γ gives rise to the term c′γa′|A| in (10.5), which covers
also the exponentially small corrections to the bulk terms and it is infinitesimal w.r.t. the
gain term from the contour as γ → 0.

In order to prove (10.2)-(10.5), we will choose among the several Dobrushin-Shlosman
versions of cluster expansion, [4], the one based on an interpolation of the hamiltonian.
Lγ,Λ(r) will then be the expectation of a local function translated by r; the expectation is
with respect to a Gibbs measure for a convex combination of hamiltonians. Exponential
decay of correlations for such measures is then responsible for (10.4), while (10.5) will be
proved using a Lebowitz-Penrose argument.
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10.3. An hamiltonian representing contours. By using cluster expansion we can
regard the contribution of the contours to the partition function as an additional term in
the hamiltonian: ∑

{Γi}<C+
Λ\A

∏
i

Ŵ+
γ,λ(Γi; q--) = e

−K+
Λ\A

(q--Λ\A
)

(10.7)

Referring to Appendix G for more details, we mention here that the hamiltonian K+
Λ\A(q--Λ\A)

is expressed in terms of potentials U+
∆ :

K+
Λ\A(q--Λ\A) =

∑

∆∈Λ\A
U+

∆(q--∆) (10.8)

with U+
∆ as in (G.6) and (G.7). We then call

H+
γ (q--|ρ+

β 1Λc) = Hβ,γ,λ(β,γ)(q--|ρ+
β 1Λc) + K+

Λ\A(q--Λ\A) (10.9)

and have

Ẑ+
γ

(
Λ ; C+

Λ\A

∣∣∣ ρ+
β 1Λc

)
=

∫

Q--Λ+
νΛ(dq--)e

−H+
γ (q--|ρ

+
β 1Λc ) (10.10)

10.4. Interpolating hamiltonians. Given a a reference hamiltonian H0(q--), we set

H+
γ,u = uH+

γ + (1− u)H0, u ∈ [0, 1] (10.11)

with H+
γ defined in (10.9). H+

γ,u is the interpolating hamiltonian and u the interpolating
parameter. Then

log Ẑ+
γ

(
Λ ; C+

Λ\A

∣∣∣ ρ+
β 1Λc

)
= log Ẑ+,0

γ

(
Λ

∣∣∣ ρ+
β 1Λc

)

−
∫ 1

0

du µ+
γ,u,Λ

[
H+

γ (q--|ρ+
β 1Λc)−H0(q--)

]
(10.12)

where Ẑ+,0
γ is given by the r.h.s. of (10.10) with H+

γ replaced by H0 and µ+
γ,u,Λ is defined

as it is described right before (10.15).
H0 will be the hamiltonian of a free gas, for which the representation (10.2) is easily

derived. The difference H+
γ (q--|ρ+

β 1Λc)−H0(q--) in (10.12) will be a sum of local potentials,

and the crucial point will be a proof that the measure µ+
γ,u,Λ is well approximated by its

thermodynamic limit and that this is translational invariant.
The typical example where the interpolation method works is at high temperatures. In

that case, the reference hamiltonian H0 is taken equal to zero. The interpolating hamilton-
ian is then the same original hamiltonian, with β → uβ, i.e. at higher temperatures, and
the whole scheme works. We are in a sense not too far from this case, as we are working in
the restricted ensemble with a single well situation, but the extension requires some care.

To choose H0 (that will be called H0,Λ) we first approximate

H+
γ (q--|ρ+

β 1Λc) −→ βhλβ
(q--(0)|ρ+

β 1Λc), q-- = q--Λ
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and then expand the latter to first order in jγ ∗ (q--(0)− ρ+
β 1Λ),

hλβ
(q--(0)|ρ+

β 1Λc) ≈ hλβ
(ρ+

β 1Λ|ρ+
β 1Λc) + e′λβ

(ρ+
β )

∫
jγ ∗ (q--(0)− ρ+

β 1Λ) dr

=: β−1H0,Λ(q--) (10.13)

Using the identity

hλβ
(ρ+

β 1Λ|ρ+
β 1Λc) = eλβ

(ρ+
β )|Λ|+ γ−dI+

γΛ,γΛc

proved in (C.19) and
∫

jγ ∗ (q--(0)− ρ+
β 1Λ) dr = |q--(0)| − ρ+

β |Λ|

we can rewrite

H0,Λ(q--) = −βλeff |q--|+ βEΛ

(10.14)

λeff := −e′λβ
(ρ+

β ), EΛ = [eλβ
(ρ+

β ) + λeffρ+
β ]|Λ|+ γ−dI+

γΛ,γΛc

The hamiltonian H0,Λ has only a one body potential and it describes an ideal gas, which
is thus easy to study. The measure µ+

γ,u,Λ is Gibbs on Q--
Λ
+

with hamiltonian

H+
γ,u(q--|ρ+

β 1Λc) = uH+
γ (q--|ρ+

β 1Λc) + (1− u)(−βλeff |q--|) (10.15)

having dropped from H0,Λ in (10.15) the constant term βEΛ present in (10.14).

10.5. Pressure of reference hamiltonian. We are going to prove that

log
{

eβγ−dI+
γΛ,γΛc Ẑ+,0

γ

}
= p+,0

γ |Λ| (10.16)

|p+,0
γ +βfβ,λβ

(ρ+
β )| ≤ e−cγ−1

(10.17)

Calling C a cube of side `−,γ

Ẑ+,0
γ =

∫

Q--Λ+
νΛ(dq--)e

−H0,Λ(q--) =

(∫

η=1

ν<
C (dq--)e

βλeff|q--|
)|Λ|/`d

−,γ

e−βEΛ

Then, recalling the definition of EΛ in (10.14), we get (10.16) with

ep+,0
γ `d

−,γ =

(∫

η=1

ν<
C (dq--)e

βλeff|q--|
)

e−β(eλβ
(ρ+

β )+λeff ρ+
β )`d

−,γ (10.18)

It remains to prove (10.17). We have
∫

νC(dq--)e
βλeff|q--| = exp

{
eβλeff `d

−,γ

}
= eρ+

β `d
−,γ (10.19)
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because λeff = (log ρ+
β )/β, by the mean field equation. Recalling the definition of p+,0

γ in
(10.18), we then get

ep+,0
γ `d

−,γ = e(ρ+
β−βeλβ

(ρ+
β )+βλeffρ+

β ))`d
−,γ R

R =

∫

η=1

ν<
C (dq--)e

βλeff|q--|

∫
νC(dq--)e

βλeff|q--|

Since ρ+
β − βλeffρ+

β = s(ρ+
β ), we have

ep+,0
γ `d

−,γ = e−βfβ,λβ
(ρ+

β )`d
−,γ elog(1−(1−R)) (10.20)

and (10.17) follows once we show that 1−R is bounded by e−cγ−1
, c > 0.

There are two contributions to 1 − R: one comes from density deviations, η 6= 1.
By (10.19) in fact the average number N of particles is ρ+

β `d
−,γ, thus the probability that

|N − ρ+
β `d

−,γ| ≥ γa`d
−,γ is a large deviation estimate (for an ideal gas) and it is bounded

by exp{−c′γ2a`d
−,γ}. The second contribution to 1 − R is due to the occurrence of a long

loop, this is bounded by ερ+
β `d

−,γ, where ε is the probability that a brownian bridge is

longer than γ−1/2, and ρ+
β `d

−,γ is the mean number of particles. Hence 1−R ≤ e−cγ−1
and

(10.16)-(10.17) are proved.

10.6. Energy difference. We have proved so far that

(10.1) = p+,0
γ |Λ| −

∫ 1

0

µ+
γ,u,Λ

[
H+

γ (q--|ρ+
β 1Λc)−H0,Λ(q--)

]
du (10.21)

with p+,0
γ verifying (10.17). By the help of (10.14), we can write more explicitly the energy

difference:

Hβ,γ,λ(β,γ)(q--|ρ+
β 1Λc)−H0,Λ(q--) =

=

∫
φ(q--, r)1Λ0 + ψΛ(q--, r)1(Λ0)c + vΛ(q--, r)1Λ\A dr − βγ−dI+

γΛ,γΛc (10.22)

where

φ(q--, ·) =

∫ β

0

eλ(β,γ)(jγ ∗ q--(t))− eλβ
(ρ+

β ) + λeffjγ ∗ [q--(0)− ρ+
β ] dt

ψΛ(q--; ·) =

∫ β

0

{eλ(β,γ)(jγ ∗ [q--(t) + ρ+
β 1Λc ])eλ(β,γ)(jγ ∗ [ρ+

β 1Λc ])− 1Λ\Λ0eλβ
(ρ+

β )}dt +

+

∫ β

0

λeffjγ ∗ [q--(0)− ρ+
β 1Λ] dt

vΛ(q--, r) =
∑

∆3r,∆<Λ\A

1

|∆|U
+
∆(q--∆) (10.23)
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Notice that ψΛ(q--; r) = φ(q--, r) if r ∈ Λ0 and ψΛ(q--; r) = 0 if r ∈
(
Λt δ

`+,γ

out [Λ]
)c

. According

to Lemma A.5, φ and ψΛ are uniformly bounded.

10.7. Decay of correlations. In [1] it is proved that for γ small enough the system
of conditional probabilities {µ+

γ,u,Ci
(·|q--Cc

i
), Ci ∈ D(`−,γ)} satisfies the Dobrushin uniqueness

condition, uniformly in u ∈ [0, 1]. In particular, it is shown that for each u ∈ [0, 1]
there exists a unique measure µ+

γ,u which is DLR w.r.t. the above system of conditional
probabilities; moreover µ+

γ,u is invariant w.r.t. translations by integer multiples of `+,γ and
there are c0 and ω0 positive so that for any bounded measurable function f on q--∆ and any
u ∈ [0, 1], ∣∣∣ µ+

γ,u,Λ[f ]− µ+
γ,u[f ]

∣∣∣ ≤ c0e
−ω0γ dist(∆,Λc)‖f‖∞ (10.24)

10.8. The thermodynamic pressure. Take Λ = Λn in (10.21), Λn a cube of side

2n`+,γ, i.e. one of those used in Theorem 5.1 to define P̂+
γ,λ(β,γ). By letting n → ∞, and

using the results of Subsection 10.7, we can then identify the thermodynamic pressure as

βP̂+
γ,λ(β,γ) = p+,0

γ −
∫ 1

0

1

|C|
∫

C

µ+
γ,u


φ(q--, r) +

∑

∆∈D(`+,γ )

r∈∆

1

|∆|U
+
∆(q--∆)


 dr du (10.25)

having used that ψΛ and U∆ are uniformly bounded and that U∆ decays exponentially, see
(G.7). C denotes the cube from D(`+,γ) which contains 0.

10.9. Bounds on remainders. We use (10.25) to express p+,0
γ in terms of the other

quantities appearing in (10.25) itself. We insert such an expression in (10.21) and get

(10.1) = βP̂+
γ,λ(β,γ)|Λ0|−βfβ,λβ

(ρ+
β )|Λ \ Λ0|+

∫
L1(r) + L2(r) + L3(r) + L4(r) dr

where the remainders L1, . . . , L4 are

L1(r) =
(
p+,0

γ + βfβ,λβ
(ρ+

β )
)
1Λ\Λ0(r) (10.26)

L2(r) = −
∫ 1

0

µ+
γ,u,Λ [φ(·; r) + vΛ(·; r)]− µ+

γ,u [φ(·; r) + vΛ(·; r)] du1Λ0(r)

L3(r) =

∫ 1

0

µ+
γ,u

[ ∑

∆3r,∆ 6<Λ\A

1

|∆|U∆

]
du1Λ0(r)−

∫ 1

0

µ+
γ,u

[
vΛ(·; r)] du1Λ\[AtΛ0](r)

L4(r) = −
∫ 1

0

µ+
γ,u,Λ [ψΛ(·, r)] du1(Λ0)c(r)
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By (10.17), L1 satisfies the bound (10.5). By Subsection 10.7 and (G.7), L2 satisfies (10.4).
Using again (G.7), we prove that L3 satisfies (10.4) and (10.5), and it only remains to bound
L4.

By Corollary A.4,

∣∣
∫

(Λ0)c

ψΛ(q--, r)− ψ
(γ−1/2)
Λ (q--(0), r)dr

∣∣ ≤ cγ1/2|A| (10.27)

where ψ
(γ−1/2)
Λ (q--(0), r) is defined as in the second one of the equations (10.23) (i.e. the one

relative to ψΛ(q--, r)), with q--(t) on the r.h.s. replaced by q--(0) and jγ by j
(γ−1/2)
γ , see (A.3).

Letting

L5(r) := −
∫ 1

0

µ+
γ,u,Λ

[
ψ

(γ−1/2)
Λ (q--(0), r)

]
du1(Λ0)c(r) (10.28)

we have ∫
|L4(r)| dr ≤

∫
|L5(r)| dr + cγ1/2|A| (10.29)

and it only remains to prove the bound∫
|L5(r)| dr ≤ cγa′|A| (10.30)

For any q--(0) = q--Λ(0), let

B :=
{

r /∈ Λ0 : |j(γ−1/2)
γ ∗ [q--(0) + ρ+

β 1Λc ](r)− ρ+
β | ≥ γa′

}
(10.31)

Recalling that |λβ,γ − λβ| ≤ cγ1/2, there is a constant k1 such that

∣∣
∫

(Λ0)c

ψ
(γ−1/2)
Λ (q--(0), r) dr − βγ−dI+

γΛ,γΛc

∣∣ ≤ k1γ
2a′

∣∣(Λ t δ
(`+,γ)
out [Λ]) \ Λ0

∣∣, r /∈ B

We distinguish in the expectation in (10.28) whether |B| is either smaller or larger than
|A|γa′ , getting

∫
|L5(r)| dr ≤ k1γ

2a′
∣∣(Λ t δ

(`+,γ)
out [Λ]) \ Λ0

∣∣ + ‖ψ(γ−1/2)
Λ ‖∞|A|γa′

+µ+
γ,u,Λ

[
1q--(0):|B|≥|A|γa′

∫

(Λ0)c

ψ
(γ−1/2)
Λ (q--(0), r) dr

]
du

There are therefore constants k2, k3 so that∫
|L5(r)| dr ≤ k2γ

a′|A|+ k3|A| sup
u∈[0,1]

µ+
γ,u,Λ

[
{q--(0) : |B| ≥ |A|γa′}

]
(10.32)

Call ∆ = Λ0 \ δ
`+,γ

in [Λ0], then, by the DLR property,

µ+
γ,u,Λ

[
{|B| ≥ |A|γa′}

]
= µ+

γ,u,Λ

[
µ+

γ,u,Λ\∆

[
{|B| ≥ |A|γa′}

∣∣q--∆, ρ+
β 1Λc

]]
(10.33)
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where µ+
γ,u,Λ\∆[ · |q--∆, ρ+

β 1Λc ] is the finite volume Gibbs measure in Λ \∆ in the restricted

ensemble of configurations Q--
Λ\∆
+ with interaction determined by the Hamiltonian H+

γ,u.

The contribution to the corresponding Gibbs factor coming from K+
Λ\A can be bounded

using (G.7). We then get

µ+
γ,u,Λ\∆

[
{|B| ≥ |A|γa′}

∣∣q--∆, ρ+
β 1Λc

]
≤ exp

{
c|A|e−cf γ−1/2

}

×p+
γ;u;Λ\∆

[
{|B| ≥ |A|γa′}∣∣q--∆, ρ+

β 1Λc

]
(10.34)

where p on the r.h.s. denotes the Gibbs measure on Q--
Λ\∆
+ with hamiltonian

uHβ,γ,λ(β,γ)(q--Λ\∆|ρ+
β 1Λc , q--∆) + (1− u)(−βλeff)|q--Λ\∆(0)| (10.35)

By an error bounded by ec2γ1/2|Λ\∆|, see (6.16), we can replace λ(β, γ) by λβ, we call
p+

γ,λβ ;u;Λ\∆ the corresponding Gibbs measure. By the argument used in Subsection 6.5

p+
γ,λβ ;u;Λ\∆

[
{|B| ≥ |A|γa′}

∣∣q--∆, ρ+
β 1Λc

]

≤ ec3γ1/2|A|p+
γ,λβ ;u;Λ\Λ0

[
{|B| ≥ |A|γa′}

∣∣ρ+
β 1(Λ\Λ0)c

]
(10.36)

To bound the r.h.s. we perform the continuum approximation using the analogue of Propo-
sition F.1. Due to the presence of the reference hamiltonian, the free energy functional is
modified into a u-dependent functional. Call D = γ(Λ \ Λ0) and define

F 0
β (ρD) =

∫

D

f 0
β(ρD) dr, f 0

β(x) = −λeffx− s(x)

β
(10.37)

B =
{

ρ ∈ L∞(D,R+) : η(γa,`−)(ρ; r) = 1, r ∈ D;

|{r : |j(γ1/2) ∗ (ρ + ρ+
β 1Dc)(r)− ρ+

β | > γa′}| > γa′(γd|A|)
}

(10.38)

Then, by the analogue of Proposition F.1,

p+
γ,λβ ;u;Λ\Λ0

[
{|B| ≥ |A|γa′}

∣∣ρ+
β 1(Λ\Λ0)c

]
≤ exp

{
cγ1/2|A|

−γ−d inf
ρD∈B

(
uFβ,λβ

(ρD|ρ+
β 1Dc) + (1− u)F0

β(ρD)
)}

(10.39)

where the functionals on the r.h.s. are the excess free energies, namely Fβ,λβ
(ρD|ρ+

β 1Dc) =

Fβ,λβ
(ρD|ρ+

β 1Dc)− Fβ,λβ
(ρ+

β 1D|ρ+
β 1Dc) and similarly, F0

β(ρD) = F 0
β (ρD)− F 0

β (ρ+
β 1D).

Using as in (E.7) that ρ+
β is a minimum of fβ,λβ

we obtain for ρD ∈ B
Fβ,λβ

(ρD|ρ+
β 1Dc) ≥ Fβ,λβ

(ρ+
β 1D|ρ+

β 1Dc) + cγ3a′γd|A| (10.40)

Since

F 0
β (ρD) ≥ F 0

β (ρ+
β 1D) + c′γ3a′γd|A| (10.41)
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from (10.39) we get

p+
γ,λβ ;u;Λ\Λ0

[
{|B| ≥ |A|γa′}

∣∣ρ+
β 1(Λ\Λ0)c

]
≤ exp

{
cγ1/2|A| − c′′γ3a′|A|

}
(10.42)

and (10.30) is proved.

11. Conclusions

So far we have proved that given β ∈ (βc, β0) there exists γβ > 0 and for all γ ≤ γβ

there is λ(γ, β) so that the weights W±
γ,λ(β,γ)(Γ; q--) defined in (4.13) satisfy the bound

W±
γ,λ(β,γ)(Γ; q--) ≤ e−2cf γ−1NΓ (11.1)

(The bound (11.1) follows from (6.1)-(6.2)).
Given a contour Γ call

φ(Γ) = (sp(Γ) t int(Γ))\K+ (11.2)

Let µ
±,q--
γ,Λ shorthand the “dilute” Gibbs measure in Λ with ± b.c. q-- and parameters β, γ,

λ(β, γ), namely the Gibbs measure in Λ with with ± b.c. q--, conditioned on {Θ(·; r) = 1

for all r ∈ δ
`+,γ

out [Λ]}. Then, for γ sufficiently small,

µ
±,q--
γ,Λ

(
{there is Γ so that φ(Γ) 3 0 }

)
≤ e−cf γ−1

(11.3)

(11.3) follows from bounding the probability of occurrence of a contour Γ by e−2cf γ−1NΓ and
then summing over all Γ with φ(Γ) 3 0. For γ > 0 small enough, by a classical counting
argument which is omitted, we then get (11.3). Thus

µ
+,q--
γ,Λ

(
{η(·; 0) = 1 }

)
≥ 1− e−cf γ−1

; µ
−,q--
γ,Λ

(
{η(·; 0) = 1 }

)
≤ e−cf γ−1

(11.4)

which shows that the effect of the boundary conditions persists in the thermodynamic
limit.

The implication that there are two distinct DLR measures requires a proof that the
above dilute, finite volume, Gibbs measures have limit points in the thermodynamic limit
and that they are DLR measures. The information gathered in the previous sections yield
such conclusions and much more, as we will see in the present section. We start from a
realization of the dilute Gibbs measure which is nice because it makes quantitative the idea
that the configurations are “an ocean of plus” (in the plus case) perturbed by a collection
of “islands” which are typically rare and small.
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11.1. A realization of dilute Gibbs measures. For simplicity let us just refer to

the measure µ
+,q̄--
γ,Λ , with plus boundary conditions. Let p

+,q̄--
γ,Λ (dq--) be the Gibbs measure on

Q--+ (supported by q̄--Λc outside Λ) with hamiltonian Hγ(q--Λ|q̄--Λc)+K+
Λ (q--Λ), the latter defined

in (10.7); recall that the cutoff weights coincide with the true ones. By the last remark and
using the representation (4.17), the partition function of the above Gibbs measure is the
same as the true dilute partition function, i.e. the partition function with only Hγ(q--Λ|q̄--Λc),
but without the restriction of the configurations being in the restricted ensemble (the only

restriction coming from the dilute condition, namely that Θ = 1 on δ
`+,γ

out [Λ]).

p
+,q̄--
γ,Λ (dq--) does not contain all the information necessary to recover µ

+,q̄--
γ,Λ , but the latter

can be easily reconstructed from the former, as we are going to show. To this end we
denote by π+

γ,Λ(·|q--), q-- ∈ Q--+, , the law on C+
Λ , defined as

π+
γ,Λ

(
{Γi}

∣∣∣q--Λ
)

=

∏
i

W+
γ (Γi, q--Λ)

∑

{Γ′j}∈C+
Λ

∏
j

W+
γ (Γ′j, q--Λ)

, {Γi} ∈ C+
Λ (11.5)

The skew product of p
+,q̄--
γ (dq--Λ) and π+

γ,Λ(·|q--Λ) defines a measure on Q--+ × C+
Λ , denoted by

m
+,q̄--
γ,Λ (dq--, {Γi}) = π+

γ,Λ

(
{Γi}

∣∣∣q--Λ
)
p

+,q̄--
γ,Λ (dq--Λ) (11.6)

In words, this measure is obtained by sampling q-- according to p
+,q̄--
γ,Λ (dq--), this is the “ocean

of plus” in the previous heuristic description. Then, given q--, we “throw independently
except for exclusion”, contours Γ taken from C+

Λ , with rate W+
γ (Γ, q--Λ).

A last step is still needed to reconstruct µ
+,q̄--
γ,Λ . We will introduce a transformation

T+
q--,{Γi} which, for each (q--, {Γi}) ∈ Q--+ × C+ , maps bounded measurable functions on Q--

into bounded measurable functions on Q--× C+ such that the following formula holds

µ
+,q̄--
γ,Λ (f) =

∑

{Γi}∈C+
Λ

∫

Q--Λ+
T+
q--,{Γi}(f) m

+,q̄--
γ,Λ (dq--, {Γi}) (11.7)

where C+ =
{
{Γi} : |sp(Γi)| < ∞ dist(sp(Γi), sp(Γj)) ≥ `+,γ

}
denotes the projective

limit of the sets of contours C+
Λ . Shorthanding φ({Γi}) =

⊔
i

φ(Γi) and

{Γi}ext = {Γi ∈ {Γi} : φ(Γi) is not contained in any φ(Γj), j 6= i}
we set

T+
q--,{Γi}(f) =

∫
f(q--φ({Γi})c , q--

′
φ({Γi})) µγ,φ({Γi})

(
dq--

′
∣∣∣q--φ({Γi})c ; {Γ(q--φ({Γi})c , q--

′
φ({Γi})) = {Γi}ext}

)

(11.8)
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where the measure on the r.h.s. is the Gibbs measure in φ({Γi}) with b.c. q-- and conditioned
on the set of loops configurations which have among their contours all the contours {Γi}ext.

The proof that (11.7) holds with the choice (11.8), is obtained by a procedure similar to
that described in Subsection 4.4, for details we refer to Theorem 7.2of [1]. If f is cylindrical
w.r.t. B, i.e. depends only on q--B, then T+

q--,{Γi}(f) depends only on

{Γi}B = {Γi| sp(Γi) uB 6= ∅}
and on q--Btφ({Γi}B)

.

11.2. Couplings. Let Λ′ and Λ be bounded, D(`+,γ)-measurable sets, Λ′ = Λ, and let
q-- and q--

′ be plus b.c. relative to Λ and Λ′ and call m and m′ the corresponding measures
defined by (11.6). In Theorem 7.3 of [1] it is proved that there is a coupling dP (ξ, ξ′) of
m and m′, ξ = (q--, {Γi}), ξ′ = (q--

′, {Γ′j}) with the following property.

• Call ∆ a set of agreement for (ξ, ξ′) if q--∆ = q--
′
∆
, all φ(Γi) and φ(Γ′j) are either in ∆

or in ∆c and,
{

Γi ∈ {Γi} : sp(Γi) < ∆
}

=
{

Γ′j ∈ {Γ′j} : sp(Γ′j) < ∆
}

(11.9)

• There is then a positive constant c so that if B is a bounded set in Λ,

P
(
{B < ∆, ∆ is a set of agreement}

)
≥ 1− e−cγdist(B,Λc) (11.10)

• As a consequence if f is a bounded function, cylindrical in B (i.e. which depends on
q--B), then

∣∣m(f)−m′(f)
∣∣ ≤ 2‖f‖∞P

(
{B < ∆, ∆ is a set of agreement}c

)
≤ 2‖f‖∞e−cγdist(B,Λc)

(11.11)
and the same holds for the dilute Gibbs measures, because if there is an agreement set ∆
which contains B then all φ(Γi) which intersect B are in ∆, by definition of agreement set.

11.3. Thermodynamic limits. By letting Λ ↗ Rd (for D(`+,γ) measurable Λ), the

measures m
±,q̄--
γ,Λ (dq--, {Γi}) converge weakly, independently of the b.c. to limit measures m±

on the space Q-- × C+. The result is a direct consequence of (11.10) and, by (11.7), also

the Gibbs measures µ
±,q--
γ,Λ converge weakly to limit measures µ±γ , which by the argument

presented in the beginning of the section, are distinct from each other. In particular, (11.7)
holds also in the thermodynamic limit. To conclude the proof of Theorem 2.1 we thus need
to prove that µ±γ are DLR.
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11.4. The DLR property. Referring for for the sake of definiteness to µ+
γ , we have

to prove that for every bounded Borel sets A < Rd, A′ < Rd and every bounded, cylindrical
function f(q--) ≡ f(q--A′)∫ ∫

f(q--
′)µγ,A(dq--

′|q--Ac)µ
+
γ (dq--) =

∫
f(q--)µ

+
γ (dq--) (11.12)

where µγ,A(dq--
′|q--Ac) is the Gibbs measure in A with b.c. q--Ac (when the parameters are γ,

β, λ(γ, β)).
The usual proof is based on the fact that µ+

γ is limit of finite volume Gibbs measures
for which (11.12) holds, so that the equality, which holds at finite volumes, is preserved
under weak convergence and holds as well in the limit. The difficulty here is that dilute
Gibbs measures do not satisfy (11.12). We instead have∫ ∫

f(q--
′)µ+

γ,Λ;A(dq--
′|q--Ac)µ

+,q̄--
γ,Λ (dq--) =

∫
f(q--)µ

+,q̄--
γ,Λ (dq--) (11.13)

where µ+
γ,Λ;A(dq--

′|q--Ac) is the conditional probability of µ
+,q̄--
γ,Λ (dq--) given q--Ac outside A.

Namely

µ+
γ,Λ;A(dq--

′|q--Ac) = µγ,A

(
dq--

′|q--Ac ; {Θ(q--
′; r) = 1, r ∈ δ

`+,γ

out [Λ]}) (11.14)

For Λ large enough, A < (Λ \ δin
`+,γ [Λ]) and the condition Θ(q--

′; r) = 1, r ∈ δ
`+,γ

out [Λ] is

a condition on q--
′
Ac = q--Ac (satisfied almost surely w.r.t. µ

+,q̄--
γ,Λ ) and a condition on q--

′
A
.

The latter is the requirement that no long loop in q--
′
A

reaches δ
`+,γ

in [Λ]. Let {Cn} be an

increasing sequence of D(`+,γ) cubes which invades Rd. We postpone the proof that

µγ,A

(
{q--′(t) u Cc

n 6= ∅, for some t ∈ [0, β]}
∣∣∣q--Ac

)
≤ e−c′ dist(A,Cc

n) (11.15)

Then the cylinder functions

gn :=

∫

q--′(t)<Cn, for all t∈[0,β]

f(q--
′)µγ,A(dq--

′|q--Ac)− f(q--) (11.16)

approximate g (defined as gn, but without the restriction on the integral) in the following
sense ∫

|gn(q--)− g(q--)|µ+
γ (dq--) ≤ ‖g‖∞e−c′ dist(A,Cc

n). (11.17)

(11.13) implies
∫

gn(q--)µ
+
γ (dq--) = 0 and (11.12) holds due to the following calculation

∣∣∣∣
∫

g(q--)µ
+
γ (dq--)

∣∣∣∣ ≤ lim
n→∞

∫
|gn(q--)− g(q--)|µ+

γ (dq--) = 0 (11.18)

Proof of (11.15).

µγ,A

(
{q--′(t) u Cc

n 6= ∅, t ∈ [0, β]}
∣∣∣q--Ac

)
≤ eβbW β

0|0
(

sup
0≤t≤β

|ω(t)− ω(0)| > dist(A,Cc
n)

)
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By (B.12) with h = 1,

W β
0|0

(
sup

0≤t≤β
|ω(t)− ω(0)| > R

) ≤ ce−R2/(2β)

from which (11.15) follows.

11.5. Structure of DLR measures. We have proved that there are two distinct
DLR measures, namely the measures µ±γ which are limits of finite volume, dilute, ± Gibbs
measures. We have also uniqueness, in the sense that any sequence of dilute plus Gibbs
measures converges to µ+

γ and any sequence of minus measures converges to µ−γ . Hence the
measures µ±γ are invariant under translations by integer multiples of `+,γ and, by the same
argument used in [3], any translational invariant DLR measure is a convex combination of
µ±γ .

A representation like (11.7) holds also in the infinite volume. In fact the measures

p
+,q̄--
γ,Λ (dq--) converge in the thermodynamic limit, as the coupling property is a fortiori ver-

ified. Call the limit measure p+
γ (dq--). For each q-- ∈ Q+ a process is well defined where

contours Γ ∈ {Γi}+ are placed with rate Wγ(Γ; q--) independently except for exclusion (using
Kolmogorov’s theorem for projective limits of probability measures ). The skew product
of the process p+

γ (dq--) with the latter has the law of m+
γ and, analogously to (11.7),

µ+
γ (f) = m+

γ

(
T+
q--,{Γi}(f)

)
(11.19)

Appendix A. Properties of the hamiltonian

A.1. Assumptions on the interaction. We suppose that j(r, r′) is a bounded, sym-
metric probability kernel on Rd, translation invariant, i.e. j(r, r′) = j(0, r′ − r) for all r, r′,
and supported by the unit ball, i.e. j(r, r′) = 0 if |r − r′| > 1. Letting

A(`)(r; r′) = sup
r1,r2∈C

(2`)

r′ t δ2`
out[C

(2`)

r′ ]

∣∣j(r, r1)− j(r, r2)
∣∣, ` = 2n, n ∈ Z (A.1)

we also suppose that there is a constant c so that for any r, r′ and ` as above,
∫

A(`)(r; r′)dr′ ≤ c`,

∫
A(`)(r; r′)dr ≤ c` (A.2)
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(A.2) is obviously satisfied if j(r, r′) is differentiable with bounded derivative or if
j(r, r′) = c1|r−r′|≤1 (c the normalization constant), the case considered in [7].

A.2. Stability of energy. We will next prove (2.10). Let q ∈ Qn and q̄ ∈ Q. Recall-
ing that b = infx≥0 e′λ(x),

eλ(x + y)− eλ(x) ≥ b y, x, y ≥ 0

we obtain

eλ (jγ ∗ [q + q̄])− eλ (jγ ∗ q̄(r)) ≥ b jγ ∗ q(r) = b

n∑
i=1

jγ(r, qi)

so that

hγ,λ(q|q̄) ≥
∫

Rd

b

n∑
i=1

jγ(r, qi)dr = bn

because jγ(r, r
′) = γdj(γr, γr′) is a symmetric probability kernel. ¤

A.3. Energy coarse-graining. For any ` = 2n, n ∈ Z, we set

Av(`)(f ; r) = `−d

∫

C
(`)
r

f(r′)dr′, j(`)(r, r′) = Av(`)(j(r, ·); r′) (A.3)

Lemma A.1. Let ρ ∈ L∞(Rd,R+), ` = 2n, n ∈ Z, c as in (A.2), then, calling ρ(`)(r) =

Av(`)(ρ; r)

|j(`)(r, r′)− j(r, r′)| ≤ A(`)(r; r′) (A.4)

j ∗ ρ(`) = j(`) ∗ ρ (A.5)∣∣∣j ∗ ρ(r)− j(`) ∗ ρ(r)
∣∣∣ ≤ c` sup

|r′−r|≤1+10`

|Av(`)(ρ; r′)| (A.6)

Proof. (A.4) is an immediate consequence of (A.3) and (A.1). (A.5) follows from

j ∗ ρ(`) = j(`) ∗ ρ(`) = j(`) ∗ ρ

and (A.6) from (A.4) and (A.2).
¤

The Lebowitz-Penrose limit involves a coarse graining of the hamiltonian, the coarse-
grained version of the hamiltonian with mesh ` being the hamiltonian with kernel

j(`)
γ (r, r′) := γdj(γ`)(γr, γr′) (A.7)
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namely

H
(`)
γ,λ(q--) =

∫ β

0

h
(`)
γ,λ(q--(t))dt, h

(`)
γ,λ(q) :=

∫
eλβ

(j(`)
γ ∗ q)dr (A.8)

In Appendix F, we will actually use the mesh ` = γ−1/2, and replace Hγ,λ(q--|q̄--) by

βh
(γ−1/2)
γ,λ (q--(0)|q̄--(0)) with q-- = q--Λ, q̄-- = q̄--Λc ; Λ is a bounded D(`−,γ)-measurable region,

σ(q-- + q̄--; ·) ≡ 1 (i.e. all loops are short) and there is a constant, namely

X0 = max{
√

2, e−βb} (A.9)

such that

|q--(0) u C(`−,γ)| ≤ X0`
d
−,γ, |q̄--(0) u C(`−,γ)| ≤ X0`

d
−,γ, for all C(`−,γ) ∈ D(`−,γ) (A.10)

Given Λ in Rd and R > 0, we write

∂RΛ = {r ∈ Λ : dist(r, Λc) ≤ R} t {r ∈ Λc : dist(r, Λ) ≤ R} (A.11)

Proposition A.2. There are c and γ∗ positive so that, for any γ ≤ γ∗, Λ, q-- and q̄-- as
above, ∣∣∣Hγ,λ(q--|q̄--)− βh

(γ−1/2)
γ,λ (q--(0)|q̄--(0))

∣∣∣ ≤ cγ1/2
(|Λ|+ |∂4γ−1Λ|) (A.12)

Proof. By assumption, the loops of q-- and q̄-- are all short, then, if γ is small enough,
for all r such that dist(r, Λ) > 2γ−1, and for all t ∈ [0, β],

jγ ∗ [q--(t)+ q̄--(t)](r) = [jγ ∗ q̄--(t)](r), j(γ−1/2)
γ ∗ [q--(t)+ q̄--(t)](r) = [j(γ−1/2)

γ ∗ q̄--(t)](r) (A.13)

where jγ ∗ [q--+q--
′] = jγ ∗q--+jγ ∗q--′, which is the same as defining q--+q--

′ as the configuration
which collects all loops of q-- and q--

′.
Recalling that j is bounded and supported by the unit ball, by (A.10) there is a constant

c so that, for any t ∈ [0, β],

jγ ∗ [q--(t) + q̄--(t)] ≤ c, j(γ−1/2)
γ ∗ [q--(t) + q̄--(t)] ≤ c (A.14)

Since |e′λ(x)| is bounded on the compacts, there is a new constant c so that

l.h.s. of (A.12) ≤ c

∫ β

0

∫

Λt∂2γ−1Λ

(∣∣∣jγ ∗ [q--(t) + q̄--(t)]− j(γ−1/2)
γ ∗ [q--(0) + q̄--(0)]

∣∣∣

+
∣∣∣jγ ∗ q̄(t)− j(γ−1/2)

γ ∗ q̄--(0)
∣∣∣
)
drdt (A.15)
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Since all the loops of q-- and q̄-- are short, recalling the definition (A.1) of A(`), we get

∫

Λt∂2γ−1Λ

(∣∣∣jγ ∗ [q--(t) + q̄--(t)]− j(γ−1/2)
γ ∗ [q--(0) + q̄--(0)]dr

≤
∑

qi∈q--(0)+q̄--(0)

γd

∫

Λt∂2γ−1Λ

A(γ1/2)(γr, γqi) dr

≤ cγ1/2|(q--(0) + q̄--(0)) u (Λ t ∂4γ−1Λ)|

because A(γ1/2)(γr, γqi) = 0, r ∈ Λ t ∂2γ−1Λ, if qi /∈ Λ t ∂4γ−1Λ.
The same procedure is used for the last term with q̄-- alone in (A.15) and the proposition

is proved. ¤

The same proof applies for the following variants:

Corollary A.3. There are c and γ∗ positive so that for any γ ≤ γ∗, Λ, q-- and q̄-- as
above

∣∣∣Hγ,λ(q--|q̄--)−Hγ,λ

(
Av(γ−1/2)(q--(0))

∣∣ q̄--
)∣∣∣ ≤ cγ1/2

(|Λ|+ |∂4γ−1Λ|) (A.16)

Corollary A.4. Let Λ be a cube of side 2n`+,γ, q-- = q--Λ and Θ
(
q-- + ρ+

β 1Λc

)
= 1 then,

∣∣∣Hγ,λ(q--|ρ+
β,λ1Λc)− βh

(γ−1/2)
γ,λ (q--(0)|ρ+

β,λ1Λc)
∣∣∣ ≤ cγ1/2|Λ| (A.17)

[the analogous result holds for the minus case].

Lemma A.5. There is a constant c so that if η(q--(0); ·) 6= 0 and σ(q--; ·) ≡ 1, then

jγ ∗ q--(t) ≤ cρ+
β , 0 ≤ t ≤ β (A.18)

Proof. Since [jγ ∗ q--(t)](r) ≤ γd‖j‖∞
∣∣q--(t)uB(r, γ−1)

∣∣, B(r, γ−1) the ball with center r

and radius γ−1, for γ small enough, [jγ ∗ q--(t)](r) is bounded by the sum of
∣∣q--(0)uC

(`−,γ)
r′

∣∣
over all cubes with |r′ − r| ≤ 3γ−1 (because, by assumption, all loops are short). Such a
sum is bounded by (3γ−1)d(ρ+

β +ζ), because η(ζ,`−,γ)(q--(0); ·) 6= 0. The lemma is proved. ¤

The next lemma is used in Section 7 in the following context: Λn is the cube of side
2n`+,γ, it is union of 2d cubes Λn−1(i), i = 1, .., 2d, of side 2n−1`+,γ. q-- ∈ Q--

Λn is such that
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σ(q--; ·) ≡ 1 and η(q--(0); r) = 1 for all r ∈ Λn. We then set q--
(i) = q--Λn−1(i)

and

U±
γ (q--) := Hγ,λ(q--|ρ±β 1Λc

n
)−

2d∑
i=1

Hγ,λ(q--
(i)|ρ±β 1Λn−1(i)c) (A.19)

Lemma A.6. There is a constant c > 0 so that with the above notation∣∣U±
γ (q--)

∣∣ ≤ c
(
2n`+,γ

)d−1
γ−1 (A.20)

Proof. Using repeatedly the relation

Hγ,λ(q-- + q--
′|q--′′) = Hγ,λ(q--|q--′ + q--

′′) + Hγ,λ(q--
′|q--′′)

we have

Hγ,λ(q--|ρ±β 1Λc
n
) =

2d∑
i=1

Hγ,λ(q--
(i)|q--(i+1) + · · ·+ q--

(2d) + ρ±β 1Λc
n
) (A.21)

Writing q-- for q--
(i) and q--

′ for q--
(i+1) + · · ·+ q--

(2d) + ρ±β 1Λc
n
, we have, calling Σ the boundary

of Λn−1(i) and using the fact that all loops are short,

Hγ,λ(q--|q--′)−Hγ,λ(q--) =

∫ β

0

dt

∫

dist(r,Σ)≤γ−1+γ−1/2

{
eλ

(
jγ ∗ [q--(t) + q--

′(t)](r)
)

−eλ

(
jγ ∗ q--

′(t)(r)
)− eλ

(
jγ ∗ q--(t)(r)

)}
dr (A.22)

Thus, by Lemma A.5, ∣∣Hγ,λ(q--|q--′)−Hγ,λ(q--)
∣∣ ≤ c′|Σ|γ−1

Analogously ∣∣Hγ,λ(q--
(i)|ρ±β 1Λn−1(i)c)−Hγ,λ(q--

(i))
∣∣ ≤ c′|Σ|γ−1

and the lemma is proved. ¤

Appendix B. Bounds on long loops

In this Appendix we will prove (6.5). We shorthand

ν>
Λ (dq--) = νΛ(dq--)1q--=q--> (B.1)

where, for any q--, q--
> is the collection of long loops in q--, so that ν>

Λ is supported by
configurations with only long loops. Calling Λ = {r ∈ sp(Γ) : σΓ(r) = 0}, (6.5) becomes a
consequence of the following proposition:
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Proposition B.1. There is c1 > 0 so that for any bounded, D(`+,γ)-measurable region
Λ and any q̄-- ∈ Qfin (i.e. q̄-- is a configuration in Rd with finitely many loops not necessarily
starting from Λc) ∫

σ(q--;·)=0 on Λ

ν>
Λ (dq--)e

−Hγ(q--|q̄--) ≤ e−c1γ−1NΛ (B.2)

where NΛ = |Λ|/`d
+,γ

Proof. By (2.10),

l.h.s. of (B.2) ≤
∫

σ(q--;·)=0 on Λ

ν>
Λ (dq--)e

−βb|q--| (B.3)

Denoting by Q1 the space of single loops, namely the space of periodic, continuous, Rd-
valued functions ω(t), t ∈ [0, β], we define iteratively an increasing sequence of stopping
times Tk, k ≥ 0, with values in [0, β] t {+∞}, as follows. We set T0 = 0 and, for k ≥ 1,
Tk = ∞ if Tk−1 ≥ β, while, if Tk−1 < β,

Tk =





t ∈ (Tk−1, β] if |ω(s)− ω(Tk−1)| < γ−1/2 for all s ∈ [Tk−1, t),

and |ω(t)− ω(Tk−1)| = γ−1/2

+∞ if |ω(s)− ω(Tk−1)| < γ−1/2 for all s ∈ [Tk−1, β]

(B.4)

Written differently: Tk = inf{t > Tk−1| sups∈(Tk−1,t] |ω(s)− ω(Tk−1)| ≥ γ−1/2}
By (B.1), ν>

Λ (dq--) is supported by configurations q-- = (q--1, ..q--n) with T1(q--i) < ∞,
i = 1, , ., n. We decompose

{T1 < ∞} =
⊔

k≥2

{Tk = ∞, Tk−1 < ∞} (B.5)

hence

ν>
Λ (dq--) =

∑

n,k1,..,kn

1

n!

n∏
i=1

Wxi,xi
(dωi) dxi1xi∈Λ 1{Tki

(ωi)=∞,Tki−1(ωi)<∞} (B.6)

where Wx,x(dω) is the law on Q1 of a Brownian bridge starting at x.
We are going to show that the condition {σ(q--; ·) = 0 on Λ} in (B.2) implies that

k1 + .. + kn ≥ 2−dNΛ (B.7)

In fact, if |ω(s)−ω(a)| ≤ γ−1/2 for all a ≤ s ≤ b, then the set {ω(s), a ≤ s ≤ b} is contained

in a ball of radius γ−1/2, which is covered by at most 2d cubes of D(γ−1/2), hence by at most
2d cubes of D(`+,γ). Thus if ω ∈ {Tk = ∞, Tk−1 < ∞}, then {ω(t), 0 ≤ t ≤ β} touches at
most 2dk cubes of D(`+,γ) and (B.7) follows.

By (B.3)

l.h.s. of (B.2) ≤
∞∑

n=1

∑

ki≥2,i=1,..,n
k1+,..+kn≥2−dNΛ

(|Λ|e−βb)n

n!

n∏
i=1

W0,0

({Tki
= ∞, Tki−1 < ∞}) (B.8)
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We bound W0,0

({Tki
= ∞, Tki−1 < ∞}) ≤ W0,0

({Tki−1 < ∞}). We claim that for h ≥ 2

W0,0

(
Th < ∞) ≤ W0,0

(
T[h

2
] <

β

2

)
+ W0,0

({T[h
2
] ≥

β

2
} u {Th < ∞}) ≤ 2W0,0

(
S[h

2
] <

β

2

)

(B.9)

where Sk are the stopping times defined as in (B.4) but having replaced γ−1/2 by γ−1/2/2.
Let ω̃(s) = ω(β−s), then β−S1(ω̃) ≥ Th−1(ω) and, by iteration, β−Sk(ω̃) ≥ Th−k(ω).

Thus, if T[h/2](ω) ≥ β/2, then β − Sh−[h/2](ω̃) ≥ β/2, and Sh−[h/2](ω̃) ≤ β/2. Then the last
inequality in (B.9) follows the symmetry under time reflection of the law of the Brownian
bridge. We also have

W0,0

(
T1 < ∞) ≤ 2W0,0

(
T1 <

β

2

) ≤ 2W0,0

(
S1 <

β

2

)
(B.10)

We can now reduce to a probability of a Brownian motion (starting from 0), whose law will
be denoted by W0. In fact, if f(ω) is a bounded function measurable on {ω(s), s ≤ β/2},
then ∫

W0,0(dω)f(ω) = (2πβ)d/2

∫
P0(dω)f(ω)e−ω(β/2)2/(2β/2)(2πβ/2)−d/2

so that, for h ≥ 1,

W0,0

(
Th < ∞) ≤ 2d/2+1W0

(
Sp(h) <

β

2

)
, p(h) = max{[h/2], 1} (B.11)

By the strong Markov property of Brownian motion, the difference of the stopping times
Sk − Sk−1 is independent of Sl − Sl−1, then, by classical properties of Brownian motion,
see [9],

W0,0 (Th < ∞) ≤ 2d/2+1W0

(
S1 ≤ β

2

)p(h) ≤
(
ce−γ−1/(2β)

)p(h)

(B.12)

for a suitable constant c.
Going back to (B.8), we get

l.h.s. of (B.2) ≤
∞∑

n=1

∑

ki≥2,i=1,..,n
k1+..+kn≥2−dNΛ

(|Λ|e−βb)n

n!

(
ce−γ−1/(2β)

)p(k1−1)+···p(kn−1)

≤
∞∑

n=1

∑

ki≥1,i=1,..,n
k1+..+kn+n≥2−dNΛ

(|Λ|e−βb)n

n!

(
ce−γ−1/(2β)

)p(k1)+···+p(kn)

and since k1 + .. + kn ≥ n,

l.h.s. of (B.2) ≤
∞∑

n=1

∑

ki≥1,i=1,..,n
k1+..+kn≥2−d−1NΛ

(|Λ|e−βb)n

n!

(
ce−γ−1/(2β)

)p(k1)+···+p(kn)

(B.13)
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Moreover

p(k1) + · · ·+ p(kn) ≥ 1

4
(k1 + · · ·+ kn) (B.14)

hence, calling

N = 2−d−1NΛ/8 (B.15)

and supposing γ small enough, (in particular γ such that ce−γ−1/(16β) < 1/2)

l.h.s. of (B.2) ≤ [ce−γ−1/(2β)]N
∞∑

n=1

(|Λ|e−βb)n

n!

( ∑

k≥1

(
ce−γ−1/(2β)

)k/8
)n

≤ exp
{
−N [γ−1/(2β)− log c] + |Λ|e−βb2ce−γ−1/(16β)

}
(B.16)

which proves (B.2). ¤

Appendix C. Basic properties of mean field

C.1. Mean field free energy density. The mean field free energy density fβ,λ(x),
x ≥ 0, defined in (2.14), has a phase diagram which exhibits a phase transition. There is
in fact a critical [inverse] temperature βc = (3/2)3/2 such that, for β < βc, f ′′β,λ(x) > 0, for
all λ and x, while, for any β > βc there is a unique value of λ, λ = λβ, where fβ,λβ

has two

distinct minimizers, ρ±β , elsewhere the minimizer is unique. However there is an interval of

values of λ containing λβ where there are still two local minima at ρ±β,λ, ρ+
β,λ > ρ−β,λ. ρ+

β,λ

is the global minimizer if λ > λβ and it is interpreted as the density of the liquid phase,
which, for λ > λβ is the only equilibrium phase; for λ < λβ instead, ρ−β,λ is the global

minimizer and interpreted as the density of the gas phase. The two values, ρ+
β > ρ−β , are

then the densities of liquid and vapor at phase coexistence, occurring at λ = λβ.
Minimizers are solutions of the mean field equation f ′β,λ(x) = 0, which, at λ = λβ, reads

as
x = Kβ(x) := e

−βe′λβ
(x)

(C.1)

When β > βc, it has three solutions: 0 < ρ−β < ρ0
β < ρ+

β , and

f ′′β,λβ
(ρ±β ) > 0 (C.2)

Notice that

ρ+
β = e

−βe′λβ
(ρ+

β ) ≤ e−βb (C.3)

with b defined in (2.10).



QUANTUM PHASE TRANSITIONS 47

There is β0 > βc so that

K ′
β(ρ+

β ) ∈ (−1, 1) for all β ∈ (βc, β0) (C.4)

while K ′
β(ρ−β ) ∈ (0, 1) for all β > βc. Therefore the linearization of the map x → Kβ(x),

at x = ρ±β is a contraction when β ∈ (βc, β0), this is the reason for restricting in the paper
to β ∈ (βc, β0).

Since

inf
x≥0

e′λ(x) = e′λ(
√

2) =: b (C.5)

the maximum of Kβ(x) is reached at x =
√

2 and for any

X ≥ X0 := max{
√

2, Kβ(
√

2)}, Kβ(
√

2) = e−βb (C.6)

Kβ(x) : [0, X] → [a,X] a = min{Kβ(0), Kβ(X)} (C.7)

In Section 10 we have considered the plus and minus free energy densities, defined for
β > 1 by

f 0,±
β (x) = −λ±effx−

s(x)

β
, λ±eff = −e′λβ

(ρ±β ) (C.8)

f 0,+
β (x), [resp. f 0,−

β (x)] is a strictly convex function with minimum at x = ρ+
β , [x = ρ−β ].

The interpolating mean field free energy is then

f±β,u(x) = ufβ,λβ
(x) + (1− u)f 0,±

β (x), u ∈ [0, 1] (C.9)

which, for u < 1 has ρ+
β as its unique minimizer.

C.2. Mean field free energy functional. In terms of statistical mechanics, fβ,λ is
the limit canonical free energy density with a mean field interaction. For Kac potentials,
in the “the Lebowitz-Penrose limit” (i.e. first the thermodynamic limit, then the limit
γ → 0), the relevant quantity is a free energy functional which, in the model considered in
this paper, is given by

Fβ,λ(ρ) =

∫
eλ(j ∗ ρ)− s(ρ)

β
dr (C.10)

which we regard as a [non local free energy] functional on L∞0 (Rd;R+), the space of non
negative valued, bounded measurable functions with compact support. The integral on the
r.h.s. is then well defined as eλ(0) = s(0) = 0.

The relation with statistical mechanics will be recalled in Appendix F, notice also that
on a torus Λ, Fβ,λ(x1Λ) = fβ,λ(x)|Λ|.

It is often convenient to rewrite Fβ,λ(ρ) as

Fβ,λ(ρ) =

∫
fβ,λ(j ∗ ρ) +

1

β

(
s(j ∗ ρ)− j ∗ s(ρ)

)
dr (C.11)
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Notice in fact that the second term is non negative for any ρ, by the concavity of s(·),
so that the minimizer of the functional on a torus is a function constantly equal to the
minimizer of fβ,λ(·).

The conditional free energy

Fβ,λ(ρ|ρ̄) = Fβ,λ(ρ + ρ̄)− Fβ,λ(ρ̄) (C.12)

is the free energy of ρ ∈ L∞0 (Rd;R+) “conditioned to” ρ̄ ∈ L∞0 (Rd;R+).

Associated to the free energy densities f 0,±
β (·) and f±β,u(x) defined in (C.8) and (C.9),

we consider their corresponding free energy functionals, defined for β > 1 on L∞0 (Rd;R+)
by

F 0,±
β (ρ) :=

∫
f 0,±

β (ρ(r)) dr (C.13)

and

F±
β,u(ρ) = uFβ,λ(ρ) + (1− u)F 0,±

β (ρ) =

∫
f±β,u(ρ(r)) dr (C.14)

C.3. Equilibrium. We will prove here that the conditional free energy “has range 2”,
Lemma C.1 below, and that equilibrium outside a region propagates inside, Lemma C.2
below. We will use throughout the sequel the following notation: given a function ρ and a
set Λ,

ρΛ(r) = ρ(r)1r∈Λ (C.15)

Lemma C.1. Let Λ be a bounded measurable region and ρ̄Λc ∈ L∞0 (Λc;R+). Then
Fβ,λ(ρΛ|ρ̄Λc) is continuous on L∞(Λ;R+), it does not depend on ρ̄(r), r ∈ Λc \ ∂2Λ and
there is a constant c independent of Λ and ρ̄Λc so that

Fβ,λ(ρΛ|ρ̄Λc) ≥
∫

Λ

fβ,λ(j ∗ [ρΛ + ρ̄Λc ])dr − c(1 + ‖ρΛ + ρ̄Λc‖4)|∂1Λ| (C.16)

Proof. Continuity follows from the continuity of t → fβ,λ(t) and t → s(t). To prove
(C.16), we use (C.11) to rewrite Fβ,λ in the following way, (∂1Λ has been defined in (A.11)),

Fβ,λ(ρΛ|ρ̄Λc) =

∫

Λt∂1Λ

fβ,λ(j ∗ [ρΛ + ρ̄Λc ])dr

+
1

β

∫

Λt∂1Λ

s(j ∗ [ρΛ + ρ̄Λc ])− j ∗ s([ρΛ + ρ̄Λc ]) dr

−
∫

∂1Λ

fβ,λ(j ∗ ρ̄Λc)dr − 1

β

∫

∂1Λ

s(j ∗ ρ̄Λc)− j ∗ s(ρ̄Λc) dr (C.17)

where we have used that fβ,λ(0) = s(0) = 0.
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The r.h.s. of (C.17) does not change if we vary ρ̄Λc outside Λ t ∂2Λ. By concavity of
s(·), the second term on the r.h.s. of (C.17) is non negative. Since there is c so that for
any t, |fβ,λ(t)| ≤ c(1 + t4), hence (C.16). The lemma is proved. ¤

Lemma C.2. Let Λ be a bounded measurable region and Λ′ = Λ t ∂2Λ. Then,
for λ ≥ λβ, [λ ≤ λβ], ρ+

β,λ1Λ [ρ−β,λ1Λ] is the unique minimizer of Fβ,λ(ρΛ|ρ+
β,λ1Λ′\Λ)

[Fβ,λ(ρΛ|ρ−β,λ1Λ′\Λ)].

Proof. Suppose λ ≥ λβ (the other case is analogous and omitted). Calling ρ̄Λc =
ρ+

β,λ1Λc , the first term on the r.h.s. of (C.17) is bounded from below by |Λt ∂1Λ|fβ,λ(ρ
+
β,λ),

the inequality being strict unless ρΛ = ρ+
β,λ1Λ. The second term is non negative, the other

ones do not depend on ρΛ, thus the minimizer is unique and given by ρΛ = ρ+
β,λ1Λ. ¤

C.4. Surface corrections. Here we suppose λ = λβ. We have proved in Lemma C.2,
that, if outside a region Λ there is equilibrium, i.e. ρ̄(r) = ρ+

β , then the conditional minimal

free energy is obtained when ρ(r) = ρ+
β in the whole Λ (the analogous property holding in

the minus case). This does not mean that the corresponding free energy is equal to the
equilibrium free energy density fβ,λβ

(ρ+
β ) times the volume, because

I±β,Λ,Λc = Fβ,λβ

(
ρ±β 1Λ

∣∣∣ρ±β 1Λc

)
− fβ,λβ

(ρ±β )|Λ| (C.18)

is not 0. I±β,Λ,Λc is a “surface term”. In fact using (C.10) instead of (C.17) we obtain
instead of (C.11)

Fβ,λ(ρΛ|ρ̄Λc) =

∫

Λt∂1Λ

eβ,λ(j ∗ [ρΛ + ρ̄Λc ])dr − 1

β

∫

Λ

s(ρΛ) dr

−
∫

∂1Λ

eβ,λ(j ∗ ρ̄Λc)dr

Using such an expression in (C.18), we get

I±β,Λ,Λc =

∫

∂1Λ

1Λc eλβ
(ρ±β )− eλβ

(j ∗ ρ±β 1Λc) dr

(C.19)

= h(ρ±β 1Λ|ρ±β 1Λc)− |Λ|eλβ
(ρ±β )

An analogous formula, with ∆ replacing Λc, defines I±β,Λ,∆. Notice that I±β,Λ,∆ 6= I±β,∆,Λ.
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Proposition C.3. Let Λ be a bounded measurable region, then

Fβ,λβ

(
ρ−β 1Λ

)
+ I−β,Λc,Λ = Fβ,λβ

(
ρ+

β 1Λ

)
+ I+

β,Λc,Λ = fβ,λβ
(ρ±β )|Λ| (C.20)

Proof. Using (C.10) we can write Fβ,λβ

(
ρ±β 1Λ

)
as

=

∫
eλβ

(j ∗ (ρ±β 1Λ))dr − s(ρ±β )

β
|Λ|

=

∫

Λ

eλβ
(ρ±β )dr − s(ρ±β )

β
|Λ|+

∫

∂1Λ

(
eλβ

(j ∗ (ρ±β 1Λ))− 1Λ eλβ
(ρ±β )

)
dr

= fβ,λβ
(ρ±β ) + I±β,Λc,Λ

¤

Remark. If in Proposition C.3 we take Λ equal to C−
i or C+

i , we then obtain (6.22).

C.5. Dynamics. For any bounded measurable region Λ, we consider the evolution
equation 




dρ

dt
= −ρ + Φβ(ρ; ·) on Λ

ρ(r, t) = ρ0(r) on Λc × R+

ρ(r, 0) = ρ0(r) on Rd

(C.21)

where

Φβ(ρ; r) = e
−βj∗e′λβ

(j∗ρ(r))
(C.22)

and ρ0 ∈ L∞(Rd,R+).
(C.21) has then a unique global solution ρ(r, t), namely, for each r, ρ(r, t) is differen-

tiable for t > 0 and converges to ρ0(r) as t → 0. Moreover, for each t, ρ(·, t) ∈ L∞(Rd,R+).
By setting TΛ

t (ρ0) = ρ(·, t) we thus define a semigroup TΛ
t on L∞(Rd,R+).

The solution ρ(r, t) of (C.21) solves also the integral version of (C.21), namely

ρ(r, t) = e−tρ0(r) +

∫ t

0

e−(t−s)Φβ(ρ(·, s); r)ds (C.23)

from where we deduce that

e−tρ0(r) ≤ ρ(r, t) ≤ e−tρ0(r) + (1− e−t)e−βb (C.24)

with b as in Subsection A.2.
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The upper bound in (C.24) allows to improve the lower bound. In fact, since |e′λβ
(x)| ≤

|λβ|+ |x|+ |x|3
3!

, we can bound Φβ from below by

Φβ(ρ(t, ·); r) ≥ e−β(|λβ |+‖ρ0‖L∞+Dβ+ 1
3!

(‖ρ0‖L∞+e−βb)3) =: D(β, ‖ρ0‖L∞) > 0

which implies

ρ(r, t) ≥ e−tρ0(r) + (1− e−t)D(β, ‖ρ0‖L∞) (C.25)

Our main interest for dynamics is that it makes the free energy decrease. A direct
calculation shows that

Proposition C.4. Let ρ ∈ L∞(Rd) and Λ as above. Then for any t ≥ 0

Fβ,λβ

(
TΛ

t (ρ)1Λ

∣∣∣ρ1Λc

)
− Fβ,λβ

(
ρ1Λ

∣∣∣ρ1Λc

)
= −

∫ t

0

Iβ(TΛ
s (ρ); Λ)ds (C.26)

Iβ(ρ; Λ) =

∫

Λ

(
− ρ + Φβ(ρ; ·)

) 1

β

(
− log ρ + log Φβ(ρ; ·)

)
dr (C.27)

Iβ(ρ; Λ) ≥ 0 with equality iff

ρ(r) = Φβ(ρ; r), for all r ∈ Λ (C.28)

Proposition C.5. Let ρ ∈ L∞(Rd) non-negative and Λ as above, then, as t → ∞,
TΛ

t (ρ) converges by subsequences in L∞(Rd). Moreover, any limit point u of TΛ
t (ρ) satisfies

(C.28) and Fβ(u|ρΛc) ≤ F (ρΛ|ρΛc).

Proof. For each non-negative ρ ∈ L∞(Rd) the set {TΛ
t (ρ) − e−tρ| t ∈ [0,∞)} is

relative compact in the uniform norm. This is true, because the following estimate and
Assumption A.2 shows that it is equi-continuous.

∣∣(TΛ
t (ρ)(r)− e−tρ(r)

)− (
TΛ

t (ρ)(r′)− e−tρ(r′)
)∣∣ (C.29)

≤
∫ t

0

e−(t−s)
∣∣Φβ(TΛ

s (ρ); r)− Φβ(TΛ
s (ρ); r′)

∣∣ (C.30)

≤ βbe−βb

∫ t

0

e−(t−s)‖TΛ
s (ρ)‖L∞ ds

∫
|j(r, x)− j(r′, x)|dx (C.31)

Let ρ ∈ L∞(Rd,R+) and let
(
TΛ

tn(ρ)
)

n∈N be a converging sequence. Recalling (C.24) and

(C.25), the integrand in Fβ,λβ

(
TΛ

t (ρ)1Λ

∣∣∣ρ1Λc

)
is uniformly integrable, (C.26) holds also

for the limit point, Iβ(TΛ
t (ρ); Λ) is continuous in t, and hence for the limit point Iβ(·; Λ)

is 0. ¤
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For the interpolating free energy functional, dynamics is defined by replacing Φβ(ρ; r)
with

Φ±
β,u(ρ; r) = e

−β
(

uj∗e′λβ
(j∗ρ(r))+(1−u)e′λβ

(ρ±β )
)

(C.32)

recall in fact that λ±eff = −e′λβ
(ρ±β ). The solutions to the evolution equation define a

semigroup TΛ,±,u
t (ρ) for which the analogues of Proposition C.4 and Proposition C.5 hold.

Appendix D. Non local functionals, small deviations

The main result in this appendix is that if a density profile is in a neighborhood of the
equilibrium value in a region Λ, then by decreasing its free energy it can be made closer to
equilibrium at an exponential rate from the boundary of Λ, Theorem D.3 below.

By default, throughout the sequel ` denotes an element of {2n, n ∈ Z}. The “coarse

grained image” Av(`)(ρ; r), ρ ∈ L∞(Rd), see (A.3), is a bounded function constant on the
cubes of D(`). For any ζ > 0 we then set

η(ζ,`)(ρ; r) =

{
±1 if |Av(`)(ρ; r)− ρβ,±| ≤ ζ

0 otherwise
(D.1)

Lemma D.1. There are ζ ′0, d0 and ε0 all positive so that for any ζ ≤ ζ ′0, any ` ≤ d0ζ
and in {2n, n ∈ Z}), any bounded D(`)-measurable region Λ and any ρ ∈ L∞(Rd,R+) such
that η(ζ,`)(ρ; r) = ±1, dist(r, Λ) ≤ 10, (Φβ below as in (C.22))∣∣Φβ(ρ; r)− ρ±β

∣∣ ≤ (1− ε0)ζ, r ∈ Λ (D.2)
∣∣j ∗ ρ(r)− ρ±β

∣∣ ≤ 2ζ, dist(r, Λ) ≤ 2 (D.3)

Proof. As the proofs for the + and the − cases are the same, we will only consider
the former. By (C.4), for β ∈ (β0, βc)∣∣∣∣

d

ds
e
−βe′λβ

(s)
∣∣∣
s=ρ+

β

∣∣∣∣ < 1

Then, for each ε > 0 small enough, there is δ > 0 such that, for all s > 0 with |ρ+
β − s| ≤ δ,

β|e′′λβ
(s)| ≤ (1− ε)e

βe′λβ
(ρ+

β )
=

1− ε

ρ+
β

(D.4)
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Take ζ0 ≤ δ/2. By (A.6) and for ` < 1,
∣∣j ∗ ρ(r)− j(`) ∗ ρ(r)

∣∣ ≤ (ρ+
β + ζ)c`, dist(r, Λ) ≤ 2

By (A.5) j(`) ∗ ρ ∈ [ρ+
β − ζ, ρ+

β + ζ] so that
∣∣j ∗ ρ(r)− ρ+

β

∣∣ ≤ c`(ρ+
β + ζ) + ζ ≤ (1 + ε)ζ (D.5)

for the choice 0 < d0 < ε
c(ρ+

β +ζ0)
. We have thus proved (D.3). (D.4) implies that

β|j ∗ e′λβ
(j ∗ ρ)− e′λβ

(ρ+
β )| ≤ (1− ε)e

βe′λβ
(ρ+

β )
j ∗ |j ∗ ρ− ρ+

β | (D.6)

Using (D.5) we can bound this by

(1− ε)e
βe′λβ

(ρ+
β )

(1 + ε)ζ (D.7)

which is in particular bounded by

e
βe′λβ

(ρ+
β )

ζ (D.8)

By the inequality |ex− 1| ≤ e|x||x|, where x is the l.h.s. of (D.6), using (D.7) and (D.8) we
get

|Φβ(ρ; r)− ρ+
β | ≤ eζe

βe′λβ
(ρ+

β
)

(1− ε2)ζ (D.9)

Choose ζ0 < e
−βe′λβ

(ρ+
β )

ln(1+ε2) then (D.9) is bounded by (1−ε4)ζ. Choose ε small enough

then the lemma is proved with ζ ′0 = min{δ/2, e
−βe′λβ

(ρ+
β )

ln(1 + ε2)}. ¤

Given ζ, ` and a D(`)-measurable region Λ, we set

N±
ζ,`,Λ :=

{
ρ ∈ L∞(Rd,R+) : η(ζ,`)(ρ; r) = ±1, whenever dist(r, Λ) ≤ 10

}
(D.10)

Lemma D.2. Let ζ and ` as in Lemma D.1, Λ a bounded D(`)-measurable region and
ρ ∈ N±

ζ,`,Λ, then TΛ
t (ρ) ∈ N±

ζ,`,Λ for all t ≥ 0.

Proof. We just consider the + case. Let τ > 0, v0 ∈ N+
ζ,`,Λ,

Sτ,v0 =
{

v ∈ C
(
[0, τ ]; L∞(Rd,R+)

)
: v(·, 0) = v0(·) and v(r, t) = v0(r) on Λc × [0, τ ]

}

Let then Ψ be the map on Sτ,v0 defined by setting for t ∈ [0, τ ] and r ∈ Λ:

Ψ(v)(r, t) = e−tv0(r) +

∫ t

0

ds e−(t−s)Φβ(v(·, s); r)

As in (C.24) we have that Ψ(v) : [0, τ ] → L∞(Rd,R+) is continuous and

e−tv0(r) ≤ Ψ(v)(r, t) ≤ e−tv0(r) + (1− e−t)e−βb
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Hence Ψ maps Sτ,v0 onto itself. If τ > 0 is small enough, Ψ is a contraction on Sτ,v0 w.r.t.
the sup norm, because 0 ≤ Φβ(v(·, s)) ≤ e−βb. The fixed point of Ψ is the orbit TΛ

t (v0),
0 ≤ t ≤ τ .

If v ∈ N+
ζ,`,Λ, by (D.2),

ρ+
β − (1− ε0)ζ ≤ Φβ(v; r) ≤ ρ+

β + (1− ε0)ζ (D.11)

Hence the set

Y =
{
v ∈ Sτ,u0 : v(·, t) ∈ N+

ζ,`,Λ for all t ∈ [0, τ ]
}

is left invariant by Ψ. Since Y is closed, the fixed point of Ψ is in Y , hence TΛ
t (v0) ∈ N+

ζ,`,Λ,
0 ≤ t ≤ τ . By induction the statement remains valid for all t. ¤

Remark. The same conclusion holds for the semigroup TΛ,±,u
t defined below (C.32),

namely TΛ,±,u
t (ρ) ∈ N±

ζ,`,Λ for all t ≥ 0. The proof is completely analogous and when we

get to (D.11) we observe that Φ±
β,u(ρ; r), which is defined in (C.22), verifies

Φ+
β,u(v; r) =

(
Φβ(v; r)

)u(
ρ+

β

)1−u

hence, if v ∈ N+
ζ,`,Λ,

Φ±
β,u(v; r) ≤ (

ρ+
β

)1−u(
ρ+

β + (1− ε0)ζ
)u ≤ ρ+

β + (1− ε0)ζ

with equality only if u = 1. The lower bound is proved analogously, hence also TΛ,±,u
t (ρ) ∈

N±
ζ,`,Λ for all t ≥ 0.

With the above notation, we set for any ρ ∈ N±
ζ,`,Λ,

X±
Λ,ρ =

{
v ∈ N±

ζ,`,Λ : vΛc = ρΛc

}
(D.12)

where ψ∆ stands for the restriction of a function ψ to a set ∆.

Theorem D.3. There are ζ0 (ζ0 < ζ ′0, ζ ′0 as in Lemma D.1) ω and cω all positive,
so that the following holds. Let ζ < ζ0, ` < d0ζ (d0 as in Lemma D.1) , Λ a bounded,
D(`)-measurable region, ρ and ρ̂ in N±

ζ,`,Λ. Then:

• In X±
Λ,ρ, there is a unique minimizer, ψ±, of Fβ,λβ

(·|ρΛc); ψ±(r) = Φβ(ψ±; r),

r ∈ Λ, and it is the unique solution of this equation in X±
Λ,ρ. Moreover

ψ±(r) ∈ [ρ±β − ζ + ε0ζ, ρ±β + ζ − ε0ζ], r ∈ Λ (D.13)

|ψΛ(r)− ρ±β | ≤ cωe−ω dist(r,Λc
6=) (D.14)

where Λc
6= = {r ∈ Λc : dist(r, Λ) ≤ 2; ρΛc(r) 6= ρ±β )} (ε0 as in Lemma D.1).
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• Finally, if ψ̂ is the minimizer of Fβ,λβ
(·|ρ̂Λc) in XΛ,ρ̂, and calling, by an abuse of

notation, Λc
6= = {r ∈ Λc : dist(r, Λ) ≤ 2; ρ̂Λc(r) 6= ρΛc(r)}, then

|ψ̂Λ(r)− ψΛ(r)| ≤ cωe−ω dist(r,Λc
6=) (D.15)

Proof. To simplify notation we consider only the + case. By Lemma D.2, the following
is known: TΛ

t leaves X+
Λ,ρ invariant and since X+

Λ,ρ is closed under uniform convergence on

the compacts, for any u ∈ X+
Λ,ρ, TΛ

t u converges by subsequences to an element ψ of

X0
Λ,ρ =

{
ψ ∈ X+

Λ,ρ : ψ solves (C.28) in Λ
}

and Fβ,λβ
(uΛ|ρΛc) ≥ Fβ,λβ

(ψΛ|ρΛc), the inequality being strict unless v ∈ X0
Λ,ρ:

Fβ,λβ
(vΛ|ρΛc) > inf

ψ∈X0
Λ,ρ

Fβ,λβ
(ψΛ|ρΛc), for any v ∈ XΛ,ρ \X0

Λ,ρ (D.16)

By Lemma D.1, any ψ ∈ X0
Λ,ρ satisfies the first condition (D.13).

We will next show that for ζ small enough, X0
Λ,ρ consists of only one element, ψ+, which

is therefore the strict minimizer of Fβ,λβ
(vΛ|ρΛc). Suppose that ψ and ψ′ are in X 0

Λ,ρ, then,
for any r ∈ Λ, and writing ψs = sψ + (1− s)ψ′, 0 ≤ s ≤ 1,

ψ(r)− ψ′(r) = Φβ(ψ; r)− Φβ(ψ′; r)

= −β

∫ 1

0

e
−βj∗e′λβ

(j∗ψs)
j ∗

(
e′′λβ

(j ∗ ψs)j ∗ (ψ − ψ′)
)
ds (D.17)

Since |e−βe′λβ
(ρ+

β )
e′′λβ

(ρ+
β )| < 1 and by (D.3), j∗ψ(r) and j∗ψ′(r) are both in [ρ+

β −2ζ, ρ+
β +2ζ]

for all dist(r, Λ) ≤ 2, it then follows that if ζ0 is small enough,

e−ω := sup
|a|,|b|≤2ζ0

βe
−βe′λβ

(ρ+
β +a)

e′′λβ
(ρ+

β + b) < 1 (D.18)

Therefore ∣∣ψ(r)− ψ′(r)
∣∣ ≤ e−ωj ∗ j ∗

∣∣ψ − ψ′
∣∣

and since ψ(r) = ψ′(r) = ρ(r) for r /∈ Λ, it then follows that ψ = ψ′.
Finally, let ψ ∈ X0

Λ,ρ and ψ̂ ∈ X0
Λ,ρ̂, then, for r ∈ Λ,

|ψ(r)− ψ̂(r)| ≤ e−ωj ∗ j ∗ (|ψ − ψ̂|1Λ) + cj ∗ j ∗ 1Λc
6= (D.19)

By iterating (D.19) and calling n0 the largest integer such that 2n0 ≤ dist(r, Λc
6=), we get

|ψ(r)− ψ̂(r)| ≤ c
∑
n≥n0

e−ωn

which yields (D.15) with

cω :=
c eω

1− e−ω
(D.20)

By choosing ψ̂(r) = ρ+
β , we have ψ̂ = ρ+

β and (D.14) follows from (D.15). ¤
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Remark. The same conclusions hold for the interpolating free energy functionals
F±

β,u(ρΛ|ρΛc). The r.h.s. of (D.17) becomes, for the interpolating functional,

−βu

∫ 1

0

e
−β

(
uj∗e′λβ

(j∗ψs)+(1−u)e′λβ
(ρ+

β )
)
j ∗

(
e′′λβ

(j ∗ ψs)j ∗ (ψ − ψ′)
)
ds

for which the same bounds used in the previous proof apply.

Appendix E. Non local functionals, large deviations

Lemma E.1. For any ρ ∈ L∞(Rd; [0, X0]), X0 > 0 (e.g. as in (C.6)),

s(j ∗ ρ(r))− j ∗ s(ρ)(r) ≥ 1

2X0

∫
j(r, r′)

(
ρ(r′)− j ∗ ρ(r)

)2

dr′ (E.1)

Proof. According to the integral form of the Taylor reminder one can express for
x, y ∈ R

s(y)− s(x) = s′(y)(y − x) +

∫ y

x

s′′(z)(x− z)dz

For x, y ∈ [0, X0] one can bound this integral below by

≥ s′(y)(y − x)− 1

X0

∫ y

x

(x− z)dz = s′(y)(y − x) +
1

2X0

(x− y)2

Hence putting y = j ∗ ρ(r), x = ρ(r′) one obtains the required result having in mind that

∫
j(r, r′)s′(j ∗ ρ(r)) (j ∗ ρ(r)− ρ(r′)) = 0.

¤

In the next theorem we will use the following notation.
• Given ζ and `, Λ denotes a bounded, D(`)-measurable set, such that the maximal

connected components of Λc are at mutual distance > 2. By χΛc(r), we will denote a
function on Λc which, on each one of the maximal connected components of Λc, is constantly
equal either to ρ+

β or to ρ−β . We will then call Λc
± the regions where χΛc(r) = ρ±β
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• Given ρΛ ∈ L∞(Λ;R+), we define the families {C0
i , i ≤ N0} and {C±

j , j ≤ N±},
N0, N± ≥ 0, as

{C0
i } =

{
C0

i ∈ D(`) : C0
i < Λ;

∫

Λ

j(r, r′) dr = 1 for all r′ ∈ C0
i ;

η(ζ,`)(ρΛ; r) = 0, r ∈ C0
i

}
(E.2)

{C±
j } =

{
(C+

j , C−
j ) ∈ D(`) ×D(`) : [C+

j t C−
j ] < Λ; C−

j < δ`
out[C

+
j ]

η(ζ,`)(ρΛ; r) = ±1 and

∫

Λ

j(r′, r) dr′ = 1, for all r ∈ C±
j ;

[C+
j t C−

j ] u [C+
k t C−

k ] = ∅ if j 6= k
}

(E.3)

Theorem E.2. There are ζ1, d1 and c all positive so that for any ζ < ζ1 and ` ≤ d1ζ
2

the following holds. Let Λ be a bounded, D(`)-measurable region, ρΛ ∈ L∞(Λ; [0, X0]), then

Fβ,λβ
(ρΛ|χΛc) ≥ fβ,λβ

(ρ+
β )|Λ|+ I−Λ,Λc

−
+ I+

Λ,Λc
+

+ cζ2`d
(
N0 + N±

)
(E.4)

(recall that I±Λ,∆ is defined in (??) and that fβ,λβ
(ρ+

β ) = fβ,λβ
(ρ−β )).

Proof. We will use the shorthand notation

R = j ∗ (ρΛ + χ+
Λc), D =

{
r ∈ Λ : |R(r)− ρ±β | >

ζ

2

}
(E.5)

Recalling that Fβ,λβ
(ρΛ|χΛc) = Fβ,λβ

(ρΛ + χΛc)− Fβ,λβ
(χΛc), we write

Fβ,λβ
(ρΛ|χΛc) = F1 + F2 + F3

F1 =

∫

Λ

fβ,λβ
(R) dr, F2 =

1

β

∫

Λ

s
(R)− j ∗ s(ρΛ + χΛc) dr

F3 =

∫

Λc

fβ,λβ
(R)− fβ,λβ

(j ∗ χΛc) dr +
1

β

∫

Λc

s
(R)− j ∗ s(ρΛ + χΛc) dr

−
∫

Λ

fβ,λβ
(j ∗ χΛc) dr − 1

β

∫
s(j ∗ χΛc)− j ∗ s(χΛc) dr

We claim that
F3 ≥ I−Λ,Λc

−
+ I+

Λ,Λc
+

(E.6)

Since there is a positive constant c1 so that

F1 ≥ fβ,λβ
(ρ+

β )|Λ|+ c1ζ
2|D| (E.7)

(E.4) will then follow after proving that there are a and a′ positive so that

F2 ≥ a

16X0

ζ2N0`
d − c1ζ

2|D|+ a′

16X0

ζ2N±`d (E.8)
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Proof of (E.6). Since • the second integral in the definition of F3 is non negative;
• fβ,λβ

(R) ≥ fβ,λβ
(ρ±β ); • s(j ∗ χΛc) = s(j ∗ ρ+

β 1Λc
+
) + s(j ∗ ρ−β 1Λc

−),

F3 ≥
∫

Λc
+

fβ,λβ
(ρ+

β )− fβ,λβ
(j ∗ ρ+

β 1Λc
+
) dr +

∫

Λc
−

fβ,λβ
(ρ−β )− fβ,λβ

(j ∗ ρ−β 1Λc
−) dr

−
∫

Λ

fβ,λβ
(j ∗ ρ+

β 1Λc
+
) dr −

∫

Λ

fβ,λβ
(j ∗ ρ−β 1Λc

−) dr

− 1

β

∫
s(j ∗ ρ+

β 1Λc
+
)− j ∗ s(ρ+

β 1Λc
+
) dr − 1

β

∫
s(j ∗ ρ−β 1Λc

−)− j ∗ s(ρ−β 1Λc
−) dr

hence (E.6), after recalling the definition (??).

Proof of (E.8). By Lemma E.1,

F2 ≥
∑
i≤N0

S(C0
i ) +

∑
j≤N±

S(C±
j )

S(C0
i ) =

1

2X0

∫

Λ

dr

∫

C0
i

j(r, r′)
(
ρ(r′)−R(r)

)2

dr′

S(C±
j ) =

1

2X0

∫

Λ

dr

∫

C+
j tC−j

j(r, r′)
(
ρ(r′)−R(r)

)2

(E.9)

Using the notation (A.1), (A.3) and the assumption (A.2), |j(r, r′) − j(`)(r, r′)| ≤
A(`)(r, r′), for any r′ ∈ C0

i , ∫
drA(`)(r, r′) ≤ c3`, r′ ∈ C0

i

Since (ρ(r′)−R(r))2 ≤ X2
0 ,

S(C0
i ) ≥ 1

2X0

∫

Λ

dr

∫

C0
i

j(`)(r, r′)
(
ρ(r′)−R(r)

)2

dr′ − c3
X0

2
``d

Recalling that j(`)(r, r′) is constant on r′ ∈ C0
i , by Cauchy-Schwartz and shorthanding C

for C0
i ,

|C|
∫

C

(
ρ(r′)−R(r)

)2

dr′ ≥
( ∫

C

[ρ(r′)−R(r)]dr′
)2

If r ∈ Dc, ( ∫

C

ρ(r′)−R(r)
)2

dr′ ≥ (|C|ζ
2

)2

hence, calling ri the center of C0
i ,

S(C0
i ) ≥ ζ2

8X0

`d

∫

DcuΛ

j(`)(r, ri)dr − c3
X0

2
``d (E.10)

Let a ∈ (0, 1) be such that
a

8X0

≤ c1

2
, c1 as in (E.7) (E.11)
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then

ζ2

8X0

`d

∫

DcuΛ

j(`)(r, ri)dr ≥ a
ζ2

8X0

`d

∫

DcuΛ

j(`)(r, ri)dr

≥ a
ζ2

8X0

`d − a
ζ2

8X0

∫

D

dr

∫

C0
i

j(`)(r, r′)dr′

having used that
∫

Λ
j(`)(r, r′) dr = 1, r′ ∈ C0

i , which holds by the definition of the family
{C0

i }. Hence
N0∑
i=1

S(C0
i ) ≥

( a

8X0

ζ2 − c3
X0

2
`
)
N0`

d − c1

2
ζ2|D| (E.12)

We choose d1 so that

c3
X0

2
d1ζ

2 ≤ a

16X0

ζ2

so that (E.8) will follow from the proof that for a suitable a′ > 0

∑
j≤N±

S(C±
j ) ≥ a′

16X0

ζ2N±`d−c1

2
ζ2|D| (E.13)

To bound S(C±
j ) we proceed as before. By an abuse of notation, we denote by j(`)(r, r′)

the quantity defined by averaging j(r, r′′) over r′′ ∈ C+
j t C−

j instead of a single cube. By
assumption (A.2), there is a constant c4 so that

∫
drA(`)(r, r′) ≤ c4`, r′ ∈ C+

j t C−
j

hence

S(C±
j ) ≥ 1

2X0

∫
dr

∫

C+
j tC−j

j(`)(r, r′)
(
ρ(r′)−R(r)

)2

dr′ − c4
X0

2
`2`d

j(`)(r, r′) drops from the integral, as it is constant when r′ varies in C+
j tC−

j ; then, denoting

by r±j the centers of C±
j and calling r∗ = r−j − r+

j ,
∫

C+
j tC−j

(
ρ(r′)−R(r)

)2

dr′ ≥ 1

2

∫

C+
j

(
ρ(r′)− ρ(r′ + r∗)

)2

dr′

By Cauchy-Schwartz

|C+
j |

∫

C+
j

(
ρ(r′)− ρ(r′ + r∗)

)2

dr′ ≥
( ∫

C+
j

ρ(r′)dr′ −
∫

C−j

ρ(r′)dr′
)2

The analysis of S(C±
j ) proceeds hereafter as for S(C0

i ), till we end up with (E.13), thus
(E.8) and consequently the theorem are proved.

The theorem is proved.
¤
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Appendix F. Reduction to variational problems

Following the classical proof by Lebowitz and Penrose, [8], we will derive here upper
and lower bounds on the partition function in terms of a variational problem which involves
a non local free energy functional.

We fix β ∈ (βc, β0) and λ ∈ (λβ − 1, λβ + 1), we will often drop β from the notation.
We consider constrained partition functions generically denoted by

Zγ,λ(Λ;A|q̄--) (F.1)

where Λ is a bounded D(`−,γ)-measurable region and q̄-- a boundary condition. We will
suppose that all loops in q̄-- are short, that q̄--(0) < Λc and

`−d
−,γ

∣∣∣q̄--(0) u C(`−,γ)
r

∣∣∣ = Av(`−,γ)(q̄--(0); ·) ≤ X0 (F.2)

The constraint is determined by aD(`−,γ)-measurable, {0,±1}-valued function ηcs(r), r ∈ Λ,
as

A =
{
q--(0) : η(ζ,`−,γ)(q--(0); r) = ηcs(r); Av(`−,γ)(q--(0); r) ≤ X0, r ∈ Λ

}
(F.3)

The transition to continuum involves two spatial scales, whose lengths are γ−1/2 and γ−1.
We set

ρ̄(r) := Av(γ−1/2)(q̄(0); γ−1r), r ∈ (γΛ)c (F.4)

and

A∗ :=
{

ρ ∈ L∞(γΛ,R+) : η(ζ,γ`−,γ)(ρ; r) = ηcs(γ
−1r),

Av(γ`−,γ)(ρ; r) ≤ X0, r ∈ γΛ
}

(F.5)

Proposition F.1. There is c so that,

log Zγ,λ(Λ;A|q̄--) ≤ − inf
ρ∈A∗

βγ−dFβ,λ,γΛ(ρ|ρ̄) + cγ1/2
(|Λ|+ |∂4γ−1Λ|) (F.6)

where ∂RΛ is defined in (A.11); while, for any ρ ∈ A∗,

log Zγ,λ(Λ;A|q̄--) ≥ −βγ−dFβ,λ,γΛ(ρ|ρ̄)− cγ1/2(|Λ|+ |∂4γ−1Λ|) (F.7)

Proof. Upper bound. By Proposition A.2 and calling ∆ = Λ t ∂4γ−1Λ,

log Zγ,λ(Λ;A|q̄--) ≤ log Z
(γ−1/2)
γ,λ (Λ;A|q̄--(0)) + cγ1/2|∆|

where Z
(γ−1/2)
γ,λ is the partition function for the classical model, i.e. with particle and not

loop configurations and with hamiltonian h
(γ−1/2)
γ,λ (q--(0)|q̄--(0)), which is defined in terms of

the interaction kernel j
(γ−1/2)
γ (r, r′), namely the one obtained from jγ(r, r

′) by averaging

the second variable over the cubes of D(γ−1/2). Then h
(γ−1/2)
γ,λ (q|q̄--(0)) depends on q and q̄--(0)
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only via the number of particles in each one of the cubes of D(γ−1/2). We then integrate
over the positions of the particles q--(0) keeping fixed the above particles numbers. By the
Stirling formula,

∣∣ log n!− n(log n− 1)
∣∣ ≤ c log n

with c a suitable constant. The number of particles in a cube of D(γ−1/2) in ∆ is bounded
by X0`

d
−,γ, due to the constraint A and the assumptions on q̄--(0). Thus, calling A∗

d the

collection of all ρ ∈ A∗ which are D(γ1/2)-measurable and such that for all r, ρ(r)γ−d/2 is
an integer, there is a constant c so that,

Zγ,λ(Λ;A|q̄--) ≤
∑

ρ∈A∗d
exp

{
− βγ−dF

(γ1/2)
β,λ,γΛ(ρ|ρ̄) + c

(
γ1/2 + γd/2 log γ−1

)
|∆|

}

where F (γ1/2) is the functional with kernel j(γ1/2)(r, r′). Since F
(γ1/2)
β,λ,γΛ = Fβ,λ,γΛ on D(γ1/2)-

measurable functions, the last inequality holds with Fβ,λ,γΛ as well.
Since

Card (A∗
d) ≤ [X0`

d
−,γ]

|Λ|/γ−d/2

we have, for a suitable constant c,

log Zγ,λ(Λ;A|q̄--) ≤ −βγ−d inf
ρ∈A∗

Fβ,λ,γΛ(ρ|ρ̄) + c
(
γ1/2 + γd/2 log γ−1

)
|∆|

which proves (F.6).

Lower bound. Let ρ ∈ A∗, ρ ≤ X0 and ρ̂ ∈ A∗
d, ρ̂(r) = nγd/2 whenever ρ(r) ∈

[(n− 1/2)γd/2, (n + 1/2)γd/2). Then, as before

log Zγ,λ(Λ;A|q̄--) ≥ −βγ−dFβ,λ,γΛ(ρ̂|ρ̄)− c
(
γ1/2 + γd/2 log γ−1

)
|∆|

(F.7) then follows from

γ−d
∣∣∣Fβ,λ,γΛ(ρ̂|ρ̄)− Fβ,λ,γΛ(ρ|ρ̄)

∣∣∣ ≤ cγd/2 log γ−1|∆|
¤

Remark. Proposition F.1 extends to the case of the interpolating hamiltonian of
Section 10 because the reference hamiltonian is one-body and for it, the transition to
continuum is trivial.

Using instead of Proposition A.2 either Corollary A.3 or Corollary A.4 we obtain the
following variants of Proposition F.1:
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Corollary F.2. There is c so that,

log Zγ,λ(Λ;A|q̄--) ≤ − inf
ρ∈A∗

βγ−dFβ,λ,γΛ(ρ|q̄--) + cγ1/2
(|Λ|+ |∂4γ−1Λ|) (F.8)

where ∂RΛ is defined in (A.11); while, for any ρ ∈ A∗,

log Zγ,λ(Λ;A|q̄--) ≥ −βγ−dFβ,λ,γΛ(ρ|q̄--)− cγ1/2(|Λ|+ |∂4γ−1Λ|) (F.9)

Corollary F.3. There is c so that,

log Zγ,λ(Λ;A|ρ±β,λ) ≤ − inf
ρ∈A∗

βγ−dFβ,λ,γΛ(ρ|ρ±β,λ) + cγ1/2
(|Λ|+ |∂4γ−1Λ|) (F.10)

where ∂RΛ is defined in (A.11); while, for any ρ ∈ A∗,

log Zγ,λ(Λ;A|ρ±β,λ) ≥ −βγ−dFβ,λ,γΛ(ρ|ρ±β,λ)− cγ1/2(|Λ|+ |∂4γ−1Λ|) (F.11)

Appendix G. Cluster expansion

In this appendix we recall some basic facts of cluster expansion in the context of the
contour models we have used in this paper. For simplicity we just refer to the plus case, and
consider the family {Γ}+ of all possible bounded plus contours and non negative weights

w+(Γ), Γ ∈ {Γ}+, bounded by e−2cf γ−1NΓ . For instance w+(Γ) = Ŵ±
γ,λ(Γi; q--), q-- ∈ Q--+.

G.1. The abstract setup. We regard {Γ}+ as a graph, calling connected two ele-
ments, Γ and Γ′ of {Γ}+ if sp(Γ)u sp(Γ′) 6= ∅. We then define for any finite set C < {Γ}+:

Z(C, w) :=
∑

{Γi}<C:Γiis disconnected from Γj ,i6=j

∏
i

w(Γi) (G.1)

which we regard as a function of the variables w(Γ).
Denote by I the collection of all multi-indices I on {Γ}+, i.e. I is a N+-valued function

on {Γ}+ such that |I| :=
∑

Γ∈{Γ}+
I(Γ) < ∞. Let I ∈ I, call C = {Γ : I(Γ) > 0}, and define

ωI =
1

I!
DI log Z(C, w)

∣∣∣
w=0

∏
Γ∈C

w(Γ)I(Γ) (G.2)

where DI is a partial derivative with w(Γ) differentiated I(Γ)-times, while I! =
∏

I(Γ)!.
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G.2. The main result. Using the above notation, ωI = 0 unless C = {Γ : I(Γ) > 0}
is connected. Moreover, calling R(I) :=

⊔

Γ:I(Γ)>0

sp(Γ), then if γ is small enough,

∑

I:R(I)3r

|ωI |ecf γ−1|I| ≤ 1 (G.3)

and, for any finite set C < {Γ}+:

log Z(C, w) :=
∑

I:R(I)<C
ωI (G.4)

After noticing that the number #(∆) of contours Γ with same sp(Γ) = ∆ is bounded

by
(
3γ−2αd

2
)N∆ and since 2α ¿ 1, we have #(∆)e−2cf γ−1N∆ ¿ 1 for γ small enough and

(G.3) follows from the general theory, see for instance [2].

G.3. Effective hamiltonian. Let Λ be a bounded D(`−,γ)-measurable region and q-- ∈
Q--+. Then ∑

{Γi}<C+
Λ

∏
i

Ŵ+
γ,λ(Γi; q--) = e−K±

Λ (q--Λ) (G.5)

where K±
Λ is an hamiltonian whose potentials U±

∆ are given by

U±
∆(q--∆) = −

∑

I:R(I)=∆

ωI (G.6)

and, by (G.3),

‖U±
∆(q--∆)‖∞ = e−cf γ−1N∆2N∆ (G.7)

In the remaining part of the appendix we state and prove results used in the text.

Lemma G.1. There is γ∗ > 0 so that for any γ ≤ γ∗ and any bounded, D(`+,γ)-
measurable set ∆

log


 ∑

{Γi},sp(Γi)∩∆ 6=∅

∏
i

∥∥∥Ŵ±
γ,λ(Γi; ·)

∥∥∥
∞


 ≤ N∆e−cf γ−1

(G.8)

where N∆ is the number of D(`+,γ) cubes in ∆, i.e. N∆`d
+,γ = |∆|.

Proof. By (4.25), ∥∥∥Ŵ±
γ,λ(Γi; ·)

∥∥∥
∞
≤ e−2cf γ−1NΓi (G.9)
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Moreover if D is a bounded, D`+,γ -measurable set, and since `+,γ/`−,γ = γ−2α,

cardinality of {Γ : sp(Γ) = D} ≤
(
3γ−2αd

2
)ND

(G.10)

Thus

exp of l.h.s. of (G.8) ≤
(
1 +

∑
D30

(
3γ−2αd

2
)NDe−2cf γ−1ND

)N∆

(G.11)

Since 2αd < 1 and if γ is small enough, we have∑
D30

3NDγ−2αd

2NDe−2cf γ−1ND ≤ e−cf γ−1

(G.12)

and

exp of l.h.s. of (G.8) ≤
(
1 + e−cf γ−1

)N∆ ≤ exp{N∆e−cf γ−1} (G.13)

The lemma is proved. ¤

Several times in the text we have used the following corollary of the above lemma. It is
convenient to give here a general formulation which covers different cases. Λ is a bounded,
D(`−,γ)-measurable region, and considering, for the sake of definiteness, the plus restricted
ensemble, let q̄ be a plus boundary condition outside Λ (q̄-- may as well be replaced by
ρ+

β 1Λc). A below is a “decreasing constraint” on the contours, meaning that if {Γi} ∈ A
and {Γik} a subset of {Γi} then {Γik} ∈ A; we also suppose that the cardinality of A and
of its elements are finite. Finally, ∆ is a bounded, D(`+,γ)-measurable subset of Λ.

Lemma G.2. Let γ∗ > 0 as in Lemma G.1, γ ≤ γ∗ and Λ, q̄--, ∆ and A as above.
Then

Ẑ+
γ,λ

(
Λ; {A, sp(Γ) u∆ = ∅}

∣∣q̄--
)

Ẑ+
γ,λ

(
Λ;A

∣∣q̄--
) ≥ e−N∆e

−cf γ−1

(G.14)

Proof. Call Ξ the denominator on the l.h.s. of (G.14). Its expression involves a sum
over {Γ′j} ∈ A. For each element {Γ′j} ∈ A, call {Γi} the subset of contours such that
sp(Γi) u∆ 6= ∅. Since A is decreasing, the configuration obtained from {Γ′j} erasing {Γi}
is still in A and, by construction, verifies the constraint in the argument of the partition
function in the numerator of (G.14). Thus

Ξ ≤
( ∑

{Γi},sp(Γi)∩∆ 6=∅

∏
i

∥∥∥Ŵ±
γ,λ(Γi; ·)

∥∥∥
∞

)
Ẑ+

γ,λ

(
Λ; {A, sp(Γ) u∆ = ∅}∣∣q̄--

)

which, by (G.8), yields (G.14). The lemma is proved. ¤
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[3] P. Buttà, I. Merola, E. Presutti: On the validity of the van der Waals theory in Ising systems with
long range interactions Markov Proc. and Rel. Fields 3 63–88, (1997)

[4] R.L. Dobrushin, S.B.Shlosman: Completely analytical interactions: constructive description. - J. Stat.
Phys., 46 no. 5-6, 983–1014 (1987).

[5] J. Ginibre, Some applications of functional integration in statistical mechanics, in Statistical Mechanics
and Field Theory, C. De Witt and R. Stora eds. (Gordon and Breach, New York, 19 70)

[6] M.Kac, G.Uhlenbeck and P.C.Hemmer: On the Van der Waals Theory of Vapor-Liquid equilibrium J.
Mat. Phys. 4, 216-228, 229-247 (1963), J. Mat. Phys. 5, 60-74 (1964)

[7] J. L. Lebowitz, A. Mazel, E. Presutti: Liquid-vapor phase transitions for systems with finite-range
interactions. J. Statist. Phys. 94 no. 5-6, 955–1025, (1999).

[8] J.L.Lebowitz and O.Penrose: Rigorous Treatment of the Van der Waals Maxwell Theory of the Liquid-
Vapor Transition J. Mat. Phys. 7, 98-113 (1966)

[9] B.Simons: Functional Analysis and Quantum physics - Academic Press (1979)

Francesco Baffioni, Dipartimento di Matematica, Università di Roma Tor Vergata,
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